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FOREWORD

This report summarizes and documents the activities in improving the
capabilities of the AN/GSQ-16 language translation complex performed
under contract AF 30(602)-2617. The objectives of this contract were
to expand further the linguistic capabilities of the AN/GSQ-16
(Mark II) system by developing a fully operational single-pass bi-
directional translation system, and by augmeénting the multipass
dictionary to satiefy the long-range goals as well as to perform
system studies to increase the ability and effectiveness of the
complex,
Both the bidirectional translation system and the expanded
multipass dictionary were demonstrated during the course of the
year, The results of the system studies are included in this report.
The lexicographic effort of this project were greatly aided
by the assistance of the Aerospace Information Division of the
Library of Congress and the MT group of Syracuse University.
The work at IBM Research was carried out ugder the direction

of Dr, Gilbert W, King and Dr, Ernest H, Goldman,
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This report describes the %//ccom'pl‘.s’hments for svempenr 1962 ll:r}th,c
development of the AN/GS(:)-lb language translating cfgw
a greater degree of sophistication in machine translation,> This in-
volved studies in linguistic research, convereion to a bidirectional
single-pass dictionary modet&and, in its incipient stage, to a multi-
pass mode,

The search and programming techniques developed during the
year, particularly the rapid subtable searching of core memory and
the program for generative grammars, are described along with the
basic linguistic researches into machine translation problems,
compilation of data for the grammatical feature of government in
Russian grammar, and generation of new grammar tables embodying
grammatical analyeis and sentence structure determination,

Improvements made, and those contemplated, to machine

components and to the system organization are also reported.
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Section I: INTRODUCTION

1.1 General

This report is intended to document the improvements in Automatic
language Translation accomplished during the past year under contract
AF 30(602)-2617, describing in some detail the current status

of the Russian-English MT dictionary, the associated language process-
ing procedures and methodology, and the organizations developed for a
next generation of the AN/GSQ-16 complex.

The objectives of this contract have been to advance the devel-
opment of the AN/GSQ-16 language processing system primarily through
improvements in the quality of translation. The effort has involved
developiné a final organization for the Russian-English MT dictionary
and refining the syntactic and semantic analysis technique, while
exploiting the earlier developments in the Rome Air Development Center
program in machine translation. Specifically, the work has been aimed
at bringing the MT dictionaries to operational status and at developing

an organization for a production system.

1.2 Background in Machine Translation

The development of an automatic machine translation system, under-
taken by the IBM Thomas J. Watson Research Center under contract

to the U. S. Air Force Intelligence Processing Laboratory, Rome Air
Development Center, has involved a systematic program of research
and development in linguistic theory, language processing techniques,
and system design. A description of the evolution of automatic language
translation from the AN/GSQ-16 Mark I language processing system to
the Mark II, and of the work performed to bring the Mark II system to
its present successful operational status is given in the Final Report
on Computer Set AN/GSQ-16 (XW-2); Contract AF 30(602)-2080, pre-
pared for the Rome Air Development Center, Griffiss Air Force Base,

Rome, New York.
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Concurrent with the development of the Mark II language proc-
essing complex, IBM Research has conducted an extensive program in
lexicon preparation to provide the system with a vast compilation of
Russian stems, endings, full forms, and idiomatic phrases, and their
English equivalents. This lexicon has been extens'i‘vely evaluated and
improved through the processing of several million words of Russfan
text.

In keeping with the evolutionary approach of the Air Force to
machine translation, IBM Research has developed two translation
capabilities for the Mark Il system: 2a new and operational bidirectional
single-pass translation mode, representing a transitional language
process between the former unidirectional single-pass mode described
in the final report of the Mark I system, AN/GSQ-16 (XW-1), and the
new multipass Sentence Analyzer mode developed under contract
AF 30(602)-2072 and described in the final report RADC - TDR - 62-
105.

Evaluation on a fairly substantial corpus has demonstrated a
marked improvement of this mode of translation over the unidirectional
mode. Accordingly, during the performance of this contract, the
entire IBM high-capacity MT operational dictionary has been converted
to the bidirectional format and has been randomly tested on large
volumes of text. The results indicate that a useful translation function
has been achieved which will more than adequately serve, in an interim
capacity, until the full capabilities of the multipass Sentence Analyzer
mode are realized,

The program of research and development in language proc-
essing techniques has resulted in significant improvements in the
accuracy, smoothness, and readability of automatic translation, and
has provided a sound base for continued development.

This report describes the tasks that were carriéed ouf in the

performance of contract AF 30(602)-2617 in connection with the development
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and construction of the Russian Master dictionaries for the bidirectional
single-pass program, the investigation of gramrﬁatical analysis routines
to be used in automatic translation of Russian to English, the linguistic

research into machine translation, and the studies of improvements to

the system organization,

1.3 Description of Tasks

1.3.1 Applied Linguistics

In the field of applied linguistics five separate tasks were pursued under
this contract. These were:

Further expansion of the Russian Master Dictionary (RMD).

This task consisted of correcting and modifying the information in the
dictionary, as well as augmenting it with new entries,

Development of the Single-Pass Bidirectional translation system.
This system, which made use of the RMD, was made operational during
the course of the contract. It is capable of translating randomly selected
Russian texts.

Development of the theory of microglossary organization. This
scheme of storing microglossaries makes use of one common dictionary,
and only words which are ambiguous are stored in separate glossaries.

Expansion of Multipass routines. The multipass routines devel-
oped during the previous year were further expanded.to handle more
complex grammatical structures.

Conversion of RMD to Multipass entries. This effort was
directed toward establishing a program capable of converting automatically

the entries in the RMD to the search input state entries and the final pass

and backup entries.

1.3.2 Linguistic Research

" , .
The label linguistic researc};' has been applied to a set of activities where
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deepef. as yet unformulated, aspects of grammar and notions of gram-

matical theory seem to impinge upon machine translation work, The

* activities of this nature that are currently considered to be of critical

interest for machine translation within IBM Reaea}'ch are 1) house~
keeping programs, 2) search strategies, 3) government information
and\ 4) Russian grammatical studies,

It has become increasingly obvious that only complete control
of sentence elements during automatic recognition procedures can
guarantee success. A program designed to effect this kind of control
is termed here a housekeeping program. Such a program should per-
mit the manipulation and assignment to tree structures of the various
syntactic elements of Russian sentences, It should also be consonant
with the demonstrably most powerful theory of grammar, and it should
be adaptable to a gradually expanding grammatical capability and to
any search strategy. A housekeeping program designed to answer these
demands has been studied and is being elaborated at IBM Research, A
description of its features is included within the Body of this report,

A recognition routine seems to be compounded out of a search
strategy and a set of grammatical rules. Given the totality of gram.-
maticdl rules for Russian,. in particular, investigators at IBM Research
are working to isoia.te the problem of a search strategy to determine the
distinctive features of various search strategies, and to determine whiéh
of these strategies may be optimum or to create an optimum strategy.

The concept of government, especially within a highly inflected
language like Russian, embraces countless grammatical facts that can
contribute much to the improvement of Russian-English M T output.
Even though government information has many deep implications within
the structure of Russian grammar, it seems expedient to gather the
data for simultaneous and/or subsequent study. For this purpose a ver).'

broad program for the mass compilation of governrnent data has been
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outlined in this report. Further study and refinement of this program
is envisioned before the ma~§s compilation is initiated by a group such
as the lexicographers at the Library of Congress. ‘

To ensure the continuing improvement of the existing translation
system, grammatical research in Russian has been intensified. A
method of study is proposed whiuh should lead to the rigorous formula-
tion of sound grammatical ryies for the Russian language. Some steps,
at least, have been taken toward the development of a substantial set of
constituent-structure rules for kernel sentences and a fair-sized set of
transformational rules. This ever increasing body of data will repres'ent
a prime source of sound grammatical information for the expanding pro-

duction system.

1.3.3 System Organization

At the completion of the Word Analyzer modification, the Mark II
(AN/GSQ- 16 language processor) had been equipped with the most
powerful data processing capabilities considered applicable to natural
languages. These capabilities have been extensively tested in the
analysis of Russian grammar performed in the machine translation of
Russian tc English.

During this period of test, the new processing procedures were
thoroughly evaluated in regard to effectiveness and efficiency. As part
of this improvement program, the entire system organization has been
reviewed and analyzed with particular attention being directed toward
those areas where increased efficiency would be desired in a prodiiction
model. This study has concentrated on the better utilization of the

core memory (lexical buffer) which has become a central component of

" the system. Accordingly, a detailed study and logical design have been

completed which exploit this component in theé performance of rapid sub-
table searches entirely within the core memory. An estirnate of anticipated
production rates has also been prepared for multipass translation of Russian

to English.
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Table 2-2 Intermediate Passes - Sentence Analysis Statistics
Total No, of Total No, of *Control" No. of Searches No. of No. of Searches No. of No, of
Entries, Average Table Size Entries, Avg. No. on "Control" '*Additional" on V"Addltionnl" Main Dict- Corg
No, of Characters in Characters of Characters Entries Entries Entries ionary Table
Per Entry Per Entry ; Searches Searches
100 Entries, 2,000 100 Entries, 22 — —_ - 2z
20 Char. /Entry 20 Char, /[Entry
500- , 17,500 70 , 47 430 6 — 53
35 20
240 , 9,600 240 , - _ .
40 40 29 29
1060 , 50,
35 37,000 25 25 1010 1 1 25
400 , 400 ,
35 14,000 35 ' 29 - — —_ 29

180 , 180, .

35 6,300 35 217 - - ~ 27

300, 300, ) -

40 12,000 40 24 — - —_ — 24
Undefined 33,300 32
700, 50, :
40 28,000 25 22 650 1 — 23
3000, 500 , ) . [
45 135,000 25 44 2500 e 44

360, 5,

25 9,000 20 31 285 — 33
Undefined 33,300 32
1600 , 250 ,

30 48, 000 20 33 1350 8. 33
Undefined 33,300 32
Undefined 33,300 32
2700, 300,

30 81,000 20 40 2400 1 1 40

Note 1: Data for the: four linguistically undefined passes are based on the average statistice of the twelve (12).
defined passes,
Note 2: For a 20-word sentence, a total of 522 searches is made for passes 0 through 15. For the AN/GSQ-16
System.the breakdown of searches shown in the last-two columns is for an 8, 000-word (36 bits/word)
memory, with core table size restricted to 35, 000.characters, providing for processing two
sentences, of 150 words: each, at a time. In this case there are 510 core table. searches and 12
Photostore searches,
Note 3: With a 16,000-word memory, there would be 84,000 character addresses for core tables. In this
case there would be 520 core table searches and 2 Photostore searches, $

Note 4: Total storage requirement for passes. 0 through 15 533,000 characters.
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Section 2: DISCUSSION

2.1. Applied Linguistics

2,1.1, Russian Master Dicticnary (RMD)

The Russian Master Dictionary (RMD) now in use contains approxi-
mately 137,000 entries, each consisting of 1) an acquisition number,
2) an argument containing a sequence of symbols designed to pro-

vide a correct match for the Russian input data, 3) a function con-
taining a translation, and, if necessary, information that indicates
where the Russian ending begins, and 4) a confix, giving grammatical
information about the Russian argument and English translation, If

the argument is neither a verb, noun, adjective nor adverb, the con-
fix field may be empty. Moreover, verbs that receive a nonpassive
translation when they occur with a reflexive suffix are stored with

a prefix in the argument field preceding the sequence of characters
designed to match with the Russian input. The translation for the
nonreflexive form of the verb is stored in the function field of an entry
with an argument preceded by the prefix (Q8) RN, while the transla-
tion for the reflexive form of the verb is stored in the function field

of a corresponding entry whose argument begins with a (Q8)RR. Verbs
whose English translation is irregular have, in addition to the regular
verb entries, special prefixed entries that contain in the function field
the irregular translations for the forms requiring it. Entries of the
last type have been added to the dictionary only very receﬁtly and

will be discussed below, The following are typical RMD entries:

A,

909334 XOROW GOOD (R7) JU
B.

#9814 VECER EVENING (R1) WR




e S,

C.
$21259
D.
p97752
E.
P17948
F.
$16995
G.
941692
H.
#17914
I.
$1938¢
J.
173747
K.
173749

GORI
V#SILU#OPREDELEN14
MEJDU

MEN6WE(, J#CEM
POVERXNOST6#KASANI4
(Q8)RN+POL6ZOVA
(Q8)RR+POL6ZOVA
(R3)VBV+LOMIL

(R3)VBD+LOMI

(DP3) BURN
BY#DEFINITION
BETWEEN |
LESS#THAN
TANGENT#SURFACE
TREAT

us

(DP3)BROKE

(DP3)BROKEN

{R4) DC

(RM) NU

(R4) LC

(R4) AE

(R6)VBVXUXO

(R6)VBDXUXO

(Here # is a symbol standing for "zero,'" used to distinguish.zeros
g

from the letter O.)

The first three entries are typical adjective, noun, and verb

entries ,respectively, while entry D although not an adverb in the

classical sense. always acts as an adverb, and is given an adverbial

confix,

Entry E is for a preposition and is thus not confixed. Similarly,

entry F cannot be confixed as it acts neither as a verb, noun, adjective,

nor adverb, Entry G, while acting as a noun cannot be considered as

a noun, since it declines internally and the present translating system




cemiamgin

oo - -

R gt i, cgom e ani reioe

»

does not handle such a case, The next two entries are for the verb

POL6ZOVAT6 which is translated ''treat’ when it occurs nonreflexively

and "use'' when it occurs reflexively,

The last two entries are for the

irregular past tense and past participle of "break,"

In the last few months, many extensive changes beyond the

usual additions, corrections, and deletions have been made as a

result of dictionary proofreading and analysis of translation output.

Initially, lexicographers eliminated the most glaring excesses

in assignments of multiple choices and deléted completely archaic and

very colloquial cntries,

Approximately 16,000 RMD entries were affected,

Such chénges as the following tended to make the output much more

readable,
TRI (PN)
TRI (PN)

SOROK (PN)
SOROK (PN)

POCTI (PN)
POCTI (PN)

POD (PN)
POD (PN)

VOZRASTU (PN)
VOZRASTU.

VES6
VES6

(DP3) THREE/RUB
(DP3) THREE

(DP5) FORTY/MAGPIES
(DP5) FORTY

(DP5) ALMOST/HONOR
(DP5) ALMOST

(DP3) HEARTH/UNDER
(DP3y UNDER

(DP8) WILL#GROW/AGE

(DPF) AGE {R1) SR

VILLAGE/WHOLE
WHOLE.




10

The next improvement to the dictioﬂary involved approxi-
mately 25% of the entries, Originally, the machine lacked the ability
to rematch on input material it had already matched on, consequently
ceria,in entries have to be entered as full forms or as longer stems,
i.e., as complete words, or as forms containing part of an ending.
For instance, GOVORI and GOVOR4 were included in the dictfoha'ry
as longer stems to prevent the forms of the verb GOVORIT6 from
matching on the entry for the noun GOVOR, But the verbal ending T
is ambiguous, for it might come either from GOVORIT or GOVdR4T‘_

by assigning GOVORI to a special inflexional cl.ass. Similarly, in the
case of GOVORA, etc,, if the full form had been entered to prevent
conflict with the verb GOVORITé6 whose stem could then be entered
as GOVOR, then, since the machine could not: rematch on A, the
information that GOVORA is in the genitive case would be lost and
WUM GOVORA would be translated as "noise talking" rathe1; than as

"noise of talking," This deficiency prevented grammaticai analysis

‘and the translation (SAYS/TALKS or SAY/TALK) can be resolved only

whenever different Russian words (most often different parts of speech) '

had the same stem, as is often the case, To solve this problem, a
new way to store this type of entry was developed, This involved
adding in the beginning of the function field a so-called "DP" instruc-
tion which instructed the computer on how much of the matched in-
formation it should shift out. In almost every case the entry also
needed to be reconfixed. After these two major changes, the output
improved considerably.

For instance,

"At/during '"construction' molecules of fuel are used basically

2

+ et i eieasimrntenl
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three/rub building material: carbon, hydrogen and oxygen;"

became

"At during ‘'construction' of molecule of fuel are used basically
three building material: carbon, hydrogen and oxygen."

The next major change was the storage and confixing of verbs
with irregular English translations, These entries were needed to
take advantage of an unused capability of the Bidirectional Single-

Pass Translation System, the technical details of which will be ex-
plained in Section 2,1, 2.

Until the bidirectional translation system was developed,
verb forms that received an irregular English translation had to be
entered as full forms, thus losing the advantage of being able to go
through the bidirectional verb analysis. Thus, '""ON NE LOMAL STU
L64" was translated "he not broke chairs" rather than "he did not break
chairs," while "ON ZABYL KUWAT6" was translated ""he forgot eat"
rather than '"he forgot to eat." Approximately 4000 entries were affected
by this last dictionary change which also brought about a noticeable im-
provement in the translation output,

While the longer stems and full forms were being re-confixed,
entries were being made for phrases (such as entry G above) which
were set aside for use when the Bidirectional System could be re-~
‘written at which time the processing of such forms would be incorpor-
ated. These new entries indicate the end of the stem with a DP
instruction and have a confix for the phrase to indicate that it is
a phrase and also to give its part of speech, For instance the new

entry corresponding to entry G is,

041692 POVERXNOST6#KASAN14 (DP10) TANGENT#SURFACE (R2) SUP
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Here '"(DP10)" indicates that POVERXNOST®6 is the basic word in
the phrase, its stem ending with the tenth character of the phrase,
The confix (R2) SUP, gives grammatical information about POVERXNOST
and its English translation and indicates that the entry is for a phrase,
There are over 5000 such entries ready to be added to the dictionary.
A minor change made in the dictionary a few months ago
involved the deletion (by machine) of certain unnecessary and ‘
unused verbal stem entries (namely nonprefixed stem entries for

the so-called R-verbs)., Of course, this step brought about no altera-

tion in the output,

It should'be noted that there are now on hand for the RMD
many additions that are currently in the final stages of processing .

and that soon will be included in the dictionary.

2.1.2, Bidirectional Analysis

2.1.2,1 Iptroduction During the past year the Bidirectional
Single-Pass System with two-stem storage was developed and made
fully operational, Later, both the linguistic and technical capacities

of the system were enlarged to some extent,.as will be explained below,

The Bidirectional Single-Pass translation program now is in
the process of being completely rewritten to take advantage of the
speed and loglcal uniformity possible with single-stem storage, In
the new system each dictionary entry will be stored only once,
Moreover, the linguistic capacities .of the system will be significantly
augmented, including, among other things, the skipping of adverbs

and the use of mfcr’oglossaries' to resolve semantic ambtguiti‘es.,




e o,

13,

2.1.2.2 Current Linguistic Capabilities of the Bidirectional Single~
Pags System. The Bidirectional Single-Pass translation system

consists primarily of immediate environment analysis and is designed
to eliminate the most common ambiguities in the Russian language and
to smooth out the English translation, From the beginni’né the ropera.-,A
tional system has accomplished the following linguistic work: |

Genitive and instrumental noun pairs are linked and OF or
BY is inserted between the two elements, depending on whether the
second noun is in the genitive or instrumental case,respectively,

If the case of the second noun is ambiguous, the ambiguity is resolvéd
in favor of the geniti've and instrumental, If the ambiguity involves
both the genitive and instrumental cases, OF /BY is inserted between
the words,

In general, a noun is always translated as singular unless it
is unambiguously plural, or unless the ambiguity i{s resolved by one
of the other routines,

If, in linking noun pairs, the second noun is potentially genitive
plural, it will be given a plural translation and OF will be inserted,

If a potentially plural noun follows ;1 potentially plural ad-
jective that agrees with it in case, wilth no punctuation marks inter-.
vening between the noun and the adjective, it i8 given a.‘p'lura.l trans-
lation,

If a potentially plural noun is followed by a comma and then
by an adjective agreeing with it in case and number, the noun‘is
given a pluré.l translation, .

All adjectives following a noun and ending in OGO, EGO,
EGOS4, YX, IX, IXS4 are construed to be genitive and have OF
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inserted in front of them; those ending in YM, IM, IMS4, OH, EH,

EHS4, YMI, IMI, IMIS4 are treated as instrumental and have BY

inserted in front of them; adjectives ending in Ol1E1lE1S4 are

considered to be ambiguous and are preceded by OF/BY,

All singular short-form adjectives following a singular nom-
inative noun with which they agree in gender and number have IS -
inserted béfore them; plural short-form adjectives have ARE inserted
when they follow a plural nominative noun, -

No atterﬁpt is made to resolve ambiguous adverbs derived
from adjectival stems, but clearly adverbial forms are translated
as adverbs,

The adjective SAMY1, when followed by an adjective agreeing
with it in case and gender,is translated as THE MOST; otherwise,its

translation is ACTUAL,
Prepositions whose translation varies with the case they

govern are linked with nouns or adjectives which follow them,
When possible the proper meaning for the preposition is selected on
the basis of this linkage. Some gingular/plural ambiguity in nouns

may also be resolved by this linkage.
Verbs go through a relatively complex analysis'befor.e being

translated. First, they are classified on the basis of reflexivity. The

so-called "R verbs,'” consisting of those which change meaning with

the reflexive suffix S4 or S6, and those which occur only in the'xe-

flexive form,are not translated passively. The "non-R verbs." include

all other verbs, which, when they are reflexive, are translated pass-

ively., It also includes those verbs which occur only in the non~

reflexive form, (Both the r‘eﬁg‘xi-ve and non-reflexive occurrences of

5

4
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R-verbs are treated in the same way as the non-reflexive forms of
non-R verbs, The discussion that follows.gives the treatment of
non-R verbs,)

In addition; all verbs are classified on the basis of aspect,

so that there are three groups of R-verbs and three groups of non-

R verbs: perfective, imperfective, and those that can be either per;,

fective or imperfective, depending on the ending,

The present-tense form of perfective verbs is taken to be
future and WILL is inserted before the English meaning, The third
person singular of present tense imperfective verbs is translated
by the "S form!' of the English verb,

Their passive counterparts receive proper translation,.

Most participles, with the exception of those whose transla-
tion differs significantly, are derived from the verb stems. They

are formed by adding ED to the English verb stem for all part~

15,

iciples other than the non-reflexive active participles which are formed

by attaching ING to the English stem,

Gerunds are translated by adding ING to the English stem.
For reflexive gerund of non-R verbs, BEING is inserted and ED is
added to the stem.

The infinitival TO is not normally inserted, except when the
infinitive is preceded by a noun or another verb (all forms but the
participles). If the infinitive has S4 at the end, and if it belongs to
the non-R clasgs of verbs, TO BE is inserted and ED is added to
the stem,

All other verbal forms are translated in the usual way, the

appropriate passive translation rendering the reflexive suffix for

A S
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the non-R class of verbs,

When a verb i8 immediately preceded by NE, with no punc-
tuation marks separating the two words, the translation of the
verb is modified by the correct"English form, All the rules dis-
cussed are followed, except that the inserted auxillary verbs are
the negative English forms,

When Russian BY directly follows a past tense verb, WOULD
is inserted, and the verb is translated in the present-tense form,

If NE precedes a past tense verb which is followed by BY, WOULD
NOT is inserted before the present tense form of the English trans-
lation, When, in both of the above cases the verb is a reflexive
non-R verb, WOULD BE or WOULD NOT BE is inserted before the
"ED'" form of the English verb,

When the verb STAT6 is followed by an infinitive, its semantic
translation is BEGIN, The meaning is then properly inflected to
render the tense, person, etc,,of the particular form of STATS6,
When STAT6 is not followed by an ‘infinitive, its semantic translation
is STAND/STOP,

All present tense forms of BYT6 (i.e,, BUDU, BUDEWS6,
etc,) are translated as WILL when followed by an infinitive. In this
case TO is not inserted before the infinitive, When anything else
tollows these forms of BYT6, their translation is WILL BE,

When NE precedes STAT6 or BUDU, the translation becomes
the correct counterpart of the above-mentioned forms,

Two important linguistic capabilities were added to the trans-

. lating system after it was already operational,

The first involved word derivation, When a word is not in
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the dictionary but is derived by a common rule from another word
tha.t.is in the dictionary, the program can recognize this fact, gener-
ate the correct translation, and then utilize all the grammaticél in-
formation latent in the word's grammatical ending.

The following derivations are made:

Russian Suffix English Translation for Suffix

1. Noun to Noun

IST IST
IT ITE
IZM ISM

K

w

ISTK ISTICS
IK I1CSs

Q

Noun to Adjective

ICN, ICEN 1C
CN, CEN 1C
ICESK 1C
CESK I1C
VIDN, VIDEN -LIKE
OBRAZN, OBRAZEN -LIKE
PODOBN, PODOBEN -LIKE
NOSN, NOSEN -BEARING
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Russian Suffix

N

4N

AN

AL6N

ONALG6N

IVN, IVEN

EN, OCN, OCEN
SK

OV, OVSK

EV, EVSK
Adjective to Noun
OST

Adjective to Adjective
OVAT

EVAT

Eiw

AlW

N

Verb to Noun
ANI

ENI

AQI

4Q1

Verb to Verb.

L4

ovYVA

VA

IVA

YVA

English Translation for Suffix

AL
ONAL
IVE

NESS

ISH
ISH
EST
EST

ING
ING
ATION
ATION
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These derivations have been very useful with unanticipated
and newly coined words but also have the important function of limit-
ing the size of the dictionary by eliminating the need for entering
many semantically related words in the dictionary.

The following are examples of-typical derivations:

The stem NAPISAN (WRITTEN) can be used for the mascu-
line short form participle NAPISAN (WRITTEN) and for the mascu-
line participle NAPISANNY1, since N is a suffix in the adjective-
adjective derivation category. The noun PISANIE (WRITING) can
be derived from the verb stem PIS for the verb PISAT6 (WRITE),

The superlative adjective XOLODNEIWI1l (COLDEST) can be derived
from the adjective stem XOLODN (COLD). The noun VESELOST6
(GAYNESS) can be derived from the adjective stem VESEL (GAY),

The nouns LENINIZM (LENINISM) and STUDENTKA (STUDENT) can

be derived from the noun stems LENIN (LENIN)and STUDENT (STUDENT)
The adjectives ARTISTICESKIl (ARTISTIC) and TRUBOVIDNY1
(PIPE-LIKE) can be derived from the stems for the nouns ARTIST
(ARTIST) and TRUBA (PIPE),

The second important linguistic improvement in the opera-
tional Bidirectional system consisted in the utilization of its built-
in capaéity to handle irregular English verbs. Until recently, Russian
verbs that had irregular English translations were entered as full
forms or longer stems and thus were not able to take advantage of the
Bidirectional analysis. Thus, POWEL KUWAT®6 was translated WENT
EAT rather than WENT TO EAT, etc, Moreover, since almost
every Russian verb that had an irregular English past tense and past
participle - the passive and negative forms being the most numerous

here - would have required over 30 separate entries to insure a
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correct translation of all the forms, usually all of these forms were
not entered, semi-correct translations being preferred to an over-
bulky dictionary, In fact entries were usually limited to full

forms or longer stems for the Russian past tense and passive parti-
ciples. Even then, the negative past tense usually was not entered and
came out incorrectly, NE POWEL being translated NOT WENT rather
than D;D NOT GO. By adding three new tables to the dictionary, {a
table for the irregular past participles of non-R verbs that can occur
reflexively, a table for all the irregular forms of non-R and non-
reflexive R-verbs,v and a table for all the irregular forms of reflexive
R-~verbs), and making new entries for the Russian verbs with irregular
English translations, it was made possible for all the forms of Russian
verbs with irregular English translations to be translated correctly,

These verbs now go through the regular Bidirectional verb analysis,

as will be explained in detail in the following section,

2.1.2.3, Programming Aspects of the Bidirectional Single-Pass
Translation System Currently in Qperation. The format of the dic=

tionary used in the Bidirectional analysis differs from the format of
the RMD but the conversion of the entries is performed with the use
of a computer, Full forms remain full forms but other kinds of RMD
entries correspond to two or more entries in the Bidirectional dic-
tionary analyeis, as will be shown,

The original Bidirectional program has undergone minor changes
(word derivation has been added, for one) since it was first operational,
However, one very significant improvement that has been incorporated

has greatly increased the speed of translation, To understand the
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reasoning involved here, one must first know something about the
machine logic and about the storage of the Bidirectional dictionary
and control entries,

All the lexical information and control information used in
the Bidirectional System is stored serially along concentric tracks
on a rotating glass disc. When a word is being looked up, the disc
is read by a cathode-ray tube light source which steps across tracks,
sampling a small portion of each, until a comparator indicates that
it has gone too far, The beam is then brought to rest and the disk
rotation allows the reading of every entry on that track until a proper
match is made,

Now, the original method of storing Russian stems in the
Bidirectional dictionary included a table of all the stems (approxi-
mately 150,000) preceded by the prefix (R3)@9#. The logic of the
machine allows any character to be considered a correct match with
a zero,( (R3)VNE+BIT6) thus being considered by the machine a cor-
rect match with((R3)@§@#@ + BIT6), the three zeros following the
(R3) being used to "mask over'' confix information about the pre-
vious word. However, the logic of the machine also requires the
search for a word in this table to start at the beginning of the table,
This occurs because of the zeros which cause an entry search above
them, and there are good reasons for this logical requirement. But the
long entry search causes the lookup time per word to be a matter of
seconds, while a regular track search through a table of the same length
requires only a few milliseconds., A programming method has been

devised which will avoid storing dictionary entries in tables preceded
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with prefixes containing zeros., This method will be used in the new

(not yet operational) Bidirectional System with single-stem storage

‘and will be explained along with the rest of the program in Section

3.1,2. A temporary and minor hardware change was made to over-
come this problem until the new Bidirectional program would become
operational,

A general discussion of the current programming aspects
of the Bidirectional Single-Pass system follows:
I'. Nouns

Noun stems are now stored in the dictionary in two forms:
STEM TRANSLATION (R3)GIGZG‘3
(RZ)#99 + STEM TRANSLATION (rR3),,,L.G. G G

S'172"3

where (R3) is a confix used in noun analyslis, GIGZG gives gram-

3
matical information about the Russian stem and the English trans-

lation, L_ is the length of the noun stem, @ (zero) is the '"suppress

matching”s instruction, ",'" is the ""copy not' instruction, and + serves
to separate the prefix from the stem,

Each noun ending appears in the dictionary in the form:
(R3)GIG2¢ + END(PN) (DPL.) (Q#)No n,
where @ serves to match on G3 in the noun confix and ", ' leaves G3
unchanged in the confix region of memory, (DPLE) shifts out the
ending (leaving the pointer at (PN) which is the first byte of each
punctuation code), No stands for number (singular or plural), and
n indicates whether the case of the Russian ending is potentially
nominative and, if it is, also indicates the gender and number of

the noun,

The confix beginning with (QP) is used to read out the proper
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English suffix to be attached to the translation, and is designed to
match on an entry of the following type:

(Q8) No(bG3 + SUFFIX (R3)N,C .

The confix stuffed, (R3) N n C indicates that the word just translated
was a noun (N), at the same time indicating if it is nominative, etc,

In addition to being stored as are all other noun endings, all am-~
biguously plural noun endings entered in the dictionary are also followed

by a comma and a space:

(RB)GIGZ(O + END(, )# (R3)XCa, ;

here Ca stands for case and X is a confix which identifies this con-
fix as being used in connection with the analysis of potentially plural
nouns (followed by a comma) that will be given later,

Noun-adjective and noun-noun derivational suffixes are now
entered in the dictionary in the following forms:

(R3)G, 99 + SUFF

(R3)G #4 + SUFF

(‘Q(D)G1 'Gz LtZN
(Q¢)GZ ‘A, tZN

N
A
where Gl' and GZ' give the grammatical information about the new nouns
and adjectives formed, and t specifies the translation to be given

for the suffix. The confix directs the next-match to an entry of the
form:

(Q(b)M)G3 $ Zn + ENG.SUFF . (Q9), ,R, ZN

3
which completes the English translation for the basic stem - CIT
(CITY-CITIES)becomes CITY - and the next match will be on one

of the follewing entries:

(Qe)pop t N ZN + ENG, SUFFtN (R3),,G,’
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(Q9) 909 tAZN + ENG, SUFFtA (R7), G3'

whose confixes will direct the next matches to noun and adjective-
ending tables, respectively.

If a noun directly follows another noun, its lookup will be
modified by the ""noun-preceding confix'' mentioned above, This con~
fix (as all other confixes carrying over information from a pre-
ceding word) matches on an entry that is designed to prevent the
next search from being a "long entry search,'" and that changes the
initial (R3) to (RZ). Consequently, the noun will not match on the simple
stem entry, but on the entry.

(RZ)#9P + STEM TRANSLATION (R3),,, LNGlGZGB
After this match is made and the translation is r»ead out, the confix
will match on an entry which erases the translation and changes: the

confix so that the next match will be on one of the following types of

entries:

(R3)NBYG, G, + END,(PN) (DP@)OF# (R3)BB,,
(R3)NB¢¢GIGZ + END (PN) (DPP)BY# (R3)BB,,
(R3)NBYG G, + ENDG/I(PN) (DPP)OF/BY# (R3)BB,,
(R3)NB@#gp + (R3)BB,,
(R3)N-B¢¢G162 + SUFF (R3)ZN,,G G, 'L

(R3)NB¢0G1G2 + SUFF (R3)ZA,,G,'X L

A E

G’ ENDI, ENDG/I
genitive and instrumental endings for class GIGZ’ and SUFFN and

SUFF A are nominal and adjectival suffixes which, when attached

to a given stem, form nouns of adjectives of classes —Gl 'Gz' and G

Here END are the genitive, instrumental, and

)
1*

respectively, LE stands for the length of these suffixes.,
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If a match is made on one of the first four entries the next
match will be on one of the so-called '"return entries,'" which shift the
attention of the computer to the beginning of the second noun's stem.
If a match is found with one of the derivational entries, the next
match will be made on a "length tag addition'' entry of the form:

(R3)Z¢‘¢LN¢0LE + (R3)Q,, LN+E,A,

which provides the new length tag and then channels the search to
one of the first four entries shown above for nouns, and to a corres~
ponding set of entries for adjectives, that will be explained later,

If the ending of a noun preceded by another noun is potentially
plural genitive, the path taken differs somewhat from the one out-
lined above, and after matching on return entries, a match is found
with an entry that leaves the confix (R3) APG, This confix insures
a plural translation of a potentially genitive plural noun followed by
it and 18 of the same type as that stuffed by all plural adjectives.

All plural or potentially plural adjectives, when followed by
~a space, stuff a confix of the form (R3) APCa, If a match is8 made
on a noun, the translation will be read out, and the next match,
designed to test if the noun and adjective should be linked together,

is. on one of these entries:

(R3)APN¢G1G2¢ + ENDN(PN) (DPLE) (R3)PLURLP,
(R3)~APCa¢GlGZ¢ + END_ (PN) (DPLE)' (R3)PLURLA,
('R3)AP¢¢GIG2¢ + (R3)G, G,SING,

where ENDN is a nominative ending, Ca stands for case, (DPLE)

shifts out the ending matched on, D and A stand for nominative and

non~-nominative plural, respectively, and PLURL and SING indicate
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whether the suffix to be attached to the translation should be plural
or singular,

As was mentioned above, all ambiguously plural noun endings
entered are followed by a comma in order to link these nouns with
the adjective, agreeing in case and number, that follows. If the
following word is not an adjective, a singular translation is given to
the noun; if a match is found with an adjectival stem, the next match

made will be either with

(R8)XCap¢G, + END,_ (PN) (DP®) (R8)XP, ,BA
or
(R8)XppPP + (R8)XS, ,BA

depending on whether or not the adjective agrees in case with the
noun, If it does, a match will be found with the first entry that
assures a plural translation for the noun ending and a shift back to
the beginning of the adjectival stem, If the adjective does not agree
in case with the noun, a match will be found with the second entry,
This results in a singular translation for the noun and a shift back to
the édjectival stem,

Noun-adjective, adjective-adjective, and verb-participle
derivation are provided for with a procedure similar to that
mentioned above, a match being made with a '"length~tag addition'
entry, which then refers the search to the entries that investigate

the adjectival endings for case agreement with the noun,

2, Adjectives
All adjectival stems also are stored in the dictionary twice:
STEM TRANSLATION (R7)GIG‘3

(RZ)#99 + STEM (R7) 40 ¢ LGy

o e e s i, i
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where, as before, Gl .and G3 carry grammatical information about
the stem and translation, and LS gives the length of the stem,
- All adjectival endings are stored in the form:

(R7)G,# + END(PN) (DPL) (AD)F,

where (DPLE) again shifts out the ending (END) and F stands for
adjectival form, P for positive, C for comparative, or A for

adverbial, The confix (Qﬂ)FG3 matches on
(Q)FG, + SUFFIX

In addition, all potentially plural endings are stored as

(‘R7)Gl‘¢ + END# (Q#)X,Ca.

where X is a constant and Ca stands for case, This confix is de-

signed to match on

(QP)XG B + POS, SUFF,# (R3)AP,

which then modifies the successive lookup,

Adjective-noun and adjective-adjective derivation is provided
here in a way analogous to the method used with nouns,

If a noun precedes an adjective,the adjective will be looked
up in the confixed form.

If the adjectival ending is genitive or instrumental, the next

match will be found with one of the entries:

(R8)NPPIG  + END,(PN) (DPP)OF# (R3)BB,,
(R8)NPPPG ~+END_ (PN) (DP#)BY# (R3)BB,,
(RBINPPG, + END, (PN) (DPP)OF/BY# (R3)BB,,

- which then insures a shift back to the adjectival stem. If the ending

is neither genitive nor instrumental (nor a derivational suffix, a
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procedure being provided here similar to that for nouns), there is a
shift back to the beginning of the adjective stem, provided a match
is not found with the entries discussed in the next paragraph,

In order to insert IS or ARE in front of short-form adjectives

the short-form endings are entered in the form:

(RS)NnﬂﬁGl + END (PN) (DP@)IS# (R3)BB,,

(S)
(R8)Nn@#@G. + END (PN) (DPP)ARE# (R3)BB,,
1 n(P)

after which there 18 a shift back to the adjectival stem,
The adjective SAMY1 is entered in the dictionary in two ways:
as a stem SAM, and in all the full inflected forms followed by a space:

SAM ACTUAL (R7)G,G,

(R3)p9P + SAM (R8)y,, LG,
and

SAMY1# (R3)SMY,

SAMA4# (R3)SMY,

SAMOE# (R3)SMY,

and so on,

Here SM stands for SAMYI], and Y, demotes the unique

morphclogical form of SAMYI, 1

If SAMY1 is followed by a space but not by an adjective,
ACTUAL# is given as a translation,

If an adjective does follow SAMY1, it will be looked up in the
prefixed form, and if it doesn't agree with SAMY1 in case, number,
and gender, then the machine will be shifted back to the beginning
of the adjectival stemm and ACTUAL# will be given as a translation,

1f the adjective does agree with SAMYI, a match will be faxnd
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with,
(R8)SMY¢G1 + ENDY(PN)‘ (DP®) THE#MOST# (R8)SBA,
which then shifts back to the beginning of the adjective with the aid
of the confix (R8)SBA, .

Noun or verb stems following a form of SAMY1 will cause a
translation of ACTUAL# unless they are followed by adjective deri~
vational suffixes in which case the adjective formed will be checked

for agreement with SAMY1 with the same entries used above.

3. Prepositions
Prepositions whose meaning changes with case are stored in the
dictionary as,

PREP(PN) (DPLP)Ta/Tp

and

PREP# (R3)PpA
where PREP stands for preposition, LP for the length of the prep~
osition, and Ta and Tp for the two meanings associated with the
cases a and b; in the confix the P and A are constants, and p de-
scribes the preposition.

If a verb follows the preposition, the ending is investigated
for participial suffixes. If one is found, the search is referred
to the ad‘jéctival endings for iﬂvestigation of case agreement, If no
participial suffix is found, there is a shift back to the beginning of
the verb and the ambiguous translation is given for the preposition,

If a noun follows a preposition, it will be looked up in the
confixed form and the next match will be on,

(R3)’P¢AM¢¢ + (TF) (R3)P,E,,,

where the function of (TF) ia to erase the translation read ou on the
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previous match,

The following match will be made with, i
(R3)PpEPPP + (R3)PpF, , ,ab

where a and b denote the cases taken by the prepositionp,and F is
a constant, |

This leads to a match with one of the entries:

(R3)P¢F‘¢G162ab + ENDa(PN) (DPP) (r3)P, G, aNo

(R3)P¢F¢Gloz‘ab + ENDb(PN)‘ (DP9) (R3)P, G, bNo

(R3)PPFPPPPP + (R3)P, H, UN

(R3)PPFPPPPP + SUFF (R3)P, C,G,Lg .
(R3)PPFPPPPP + SUFF (R3)P,J,GlGZLNS

where No stands for number (S or P,) UN is a constant meaning
unsolved, " SU‘FFA and SUFFN are adjectival and noun suffixes,
respectively.

If a match is made on one of the last two entries,the next
match will be made with one of the ''length-tag addition'" entries
which then refer the search either to noun entries that investigate
the ending for agreément or to adjectival entries of the same type,
If a match is made with the third entry, the resultant confix will
match on a '"'return entry,' assuring the correct ambiguous translation
for the preposition, And, if a match is made with either of the
entries that determine the case by the preposition, the. machine will

shift back until a match is found with one of the entries:




(R3)PplAaS + PREP# Ta#
(R3)PplAbS + PREP# Th#
(R3)PplAaP + PREP# Ta# (R3)APCa
(R3)Ppl AbP + PREP# Tb# (R3)APCa

where (R3) APCa i8 a confix assuming a plural translation of an
ambiguously plural noun whose number is resolved by the government
of the preposition,

If an adjective follows a preposition,it will be looked up in

the confixed form and the next match will be made with,
(R8)PpAPY + (R8)PpPB, , ab

where a and b again stand for the two cases that the preposition p

can take. If the adjective does not agree in case with the preposition,
there is a shift back to the beginning of the adjective and the ambig-
uous translation is given for the preposition., If the adjective does
agree in case with the preposition, a match will be found on one of

the two entries:
(R8)P¢B¢G1ab + ENDa(PN) (DP@) {(R3)P, G, aS
(RB)P¢B¢G1ab + ENDb(PN') (DPP) (R3)P, G, bS

The search then continues in the same way as for nouns, Finally
derivational entries are provided for nouns or adjectives derived
from adjectival stems, '

(R8)PPBPPPP + SUFF (R3)P,J, Gl‘G’ 'L

N 2 NS

(R8)POBPPPP + SUFF (R8)P, G, GlL

A AS

These entries act the same way as the derivational entries do for
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derivation from nouns.

4, Verbs

All R-verbs are stored in the dictionary in three forms:

STEM (R6)VRaLS
(RZ)009 + STEM. N. TRANSLATION (R6), , . LSRa.G3
(R3)VR® + STEM R. TRANSIA TION (R~6)VB‘,ERaG3

where N and R translations are the English stems for the non-reflexive
and reflexive occurrences of the verb,respectively; R indicates

that the verb belongs to the class of R verbs; "a" stalnds for aspect and
can be either P,I, or O,B; and E is a constant: the other symbols
are as before.

Non-R verbs are stored twice:

STEM (R6)VUaL

(RZ)999 + STEM TRANSLATION (R6),,, LSUa.Cv3

where the translation is in the English stem form, U indicates that
the verb belongs to the non-R class, and all other symbols have
the same meaning as for R verbs.

Verb endings, besides being used in the verb analysis wh ch
will be discussed in detail later, are also stored in a form which

serves to read out their meaning as verb suffixes:

(R6)VBVPPPP + END(PN) (DPLE)‘ (QP)VgTERM,
(R6)V1§V¢¢I¢ + EN:DS(PN) (‘DPLE) (Q#)VSTERM,
(R6)VBVHPOD + ENDS(PN)“ (DPLE) {QP)VSTERM,

(R6)VBVOPPP + SUFF (QQ)GI"gPART.

PT

(R6)VBVPPPY + SUFF (R§ VBV,,]1,

MP
(R6)VBVEPPP + SUFF (QP)VgNOUN,




where VBV is a constant distingulshing this class of entries, I,P, #

give aspect, END_ is a third person singular ending SUFF

14
SUFFIMP and SUI'S‘FN are participial, imperfective, and nI:r'flinal
suffixes7respectively; g describes the morphological form. of the
English suffix to be attached to the translation, Gl' stands for the
grammatical class of the participle, TERM, PART, and NOUN stand
for "terminal," 'participle," and "noun,'" respectively, and are used
to distinguish the confixes, The resultant confix starting with (Q@)

is referred to entries which provide the English suffix:

(Q9)VgTERM G, + SUFF (R3)VVV
(Q¢)VgPARTG3 + SUFF (R7),G‘3'
(Q¢)VgNOUNG3 + SUFF (‘Rs)‘crl'c;z'c%l

Here the suffixes are a function of g and G3, {(R3)YVYV ig a confix
which conveys the information that the translated word was a verb, and
(R'?)G1 'G3' and (R3)G1'GZ'G‘3‘ refer the search to the adjectival and
noun endings, respectively,

We will first discuss the translation of perfective R-verbs.

The confix stuffed by a perfective R verb is of the form (R6)VRPLS.

It appears in the dictionary, as follows, alone, or with different en-

tries which determine the translation of the verb:

(R6)VRPY + ENDPT(PN) (DPP)WILLH# (R6)BBE,

(R6)VRPY + ENDPISUFFR(PN) (DPQ)WILL# (R6)BRE,

(R6)VRO® + END (PN) (DPQ)WILLK (R6)BBE,
PrPer

(R6)VRO® + End 1_SUFF‘R(‘PN) (DPQ)WILL# (R6)BRE,

PrPe

)
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N (R6)VROP + (R6)BBV,
(R6)VRPP + §_SUFF _(PN) (DPY) ' (R6)BRV,
(R6)VRPS + §_(PN) (DPP) (R6)BBV,

where ENDP: stands for "present tense form ending," ENDP Per
rPe:

stands for ''present perfective ending," SUFFR is the reflexive
Russaian suffix; ¢E stands for a series of zeros necessary to skip
over all the characters of a verb ending, E indicates that the suffix
to be attached should be in the "E' form, regardless of the Russian
ending, V indicates that the English suffix will be determined by the
ending, and the B and R in the third position of the confix denote
that the meaning to be taken is the non-reflexive and reflexive, re-
spectively,

The confixes resulting from matches on the above entries
match on a set of''return entries'' which shift back to the beginning
of the verb stem and change the second position B to V, The next
match will be on th-e stem prefixed by either (RZ)P#9 + or (R3)VR@ +,
depending on whether or not the ending was reflexive, After this
match the verb endings are looked up again, matching on either the

entries first discussed above, or on

(Re)VBE¢o¢G3 +  MENSUFFIX (RONQPIVED

which then leads to a set of entries that shift out the ending up to the
next punctuation and stuff a (R3)VVV confix,
Imperfective R-verbs stuff a confix of the form (R6)VRILS.

This confix is used to determine whether or not the verb is reflexive,
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This determination is accomplished by the entries already mentioned
above, The lookup following a match made on those entries is the same
as that for perfective R-verbs.

Perfective non-R verbs stuff the confix (R6)‘VUPLS, which

matches on one of the following entries:

(R6)VUPY+ (R6)BBYV,
(R6)VUPY + ENDPr(PN) - (DPP)WILL# (R6)BBE,
(R6)VUOP + END, (PN) (DPP)WILL# (R6)BBE,
rPer
(R6)VUPY + ENDPrSUFFR(PN) (DP@)WILL# BE# (R6)BBD,
(R6)VUOD + END, SUFF_(PN) (DPQ)WILL#BE¥# (R6)BBD,
rPer R )
(R6)VURP + ENDPaSSUFFR(PN) (DPP)W ASH (R6)BBD,
(RE)VUPP + ENDPaPISUFFR(PN)‘ (DP9)WERE# (R6)BBD,
(R6)VUDPY + ENDISUFFR(PN) (DPP)BE (R6)BBD,
(R6)VUQP + ENDPtSUFFR(PN) (DP9) (R6)BBD,
(R6)VUPP + ENDGSUFF(PN)‘ (DPP)BEING (R6)BBD,
where ENDPaS and ENDPaPl stand for past tense singular and past

tense plural endings respectively, END_  for imperative and infinitive

I

endings, respectively, and END ¢ for gerundive endingsj the

P

other symbols are as before.
After this match is made, the search proceeds in the same

fashion as shown before, Confixes with D in the fourth position

match eventually on entries of the type,

(R6)VBD¢¢.¢G3 + "ED"SUFFIX (R6)QP)VED
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which again leads to a set of entries that shifts out the endings and’
that stuffs an (R3)VVV confix for all entries but participles,
The imperfective non-R verb confix (R6)VUILS is used in

exactly the same way as that of the perfective non-R verbs, with

the exception that the present tense ending results in different me an-
ings and translations., Consequently, the entries for perfective non-
R verbs shown above, which have § in the fourth position, are used by
both the perfective and imperfective non-R verbs and gnly the follow-

ing entries are added, to be used exclusively by the imperfective

verbs:

(R6)VUIP + ENDPrISUFFR(PN) (DP@) AM# (R6)BBD,
(R6)VUOD + ENDPrlISUVFFR(PN) (DP@) AM# (R6)BBD,
(R6)VUIP + ENDPrZSUFFR(PN) (DPP)ARE# (R6)BBD,
(R6)VUOP + ENDPTZIE?UFFR(PN) (DP@)ARE# (R6)BBD,
(R6)VUIp + ENDPr3SUFFR(PN) (DP@)IS# (R6)BBD,
(R6)VUOP + ENDPr3ISUFFR(PN) (DPMIS#‘ (R6)BBD,
{R6)VUIp + ENDPrPISUFFR(PN)‘ {(DP@)ARE# (R6)BBD,
(R6)VUOP + ENDPrPIISUFFR(PN) (DPP)ARE# (R6)BBD,

where the numbers indicate the person of the verb ending and the
other symbocls are as before, The matches proceed as before,
The Russian particle NE is stored in the dictionary in two

forms:
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NE(PN) (DP2)NOT
NE# (R3)VNE

If the word following NE# is a noun, adjective, or full form,
NOT# is given as a translation and the confix is dropped.

For verbs preceded by NE# the analysis of endings is done
iy essentially the same way as shown in the preceding paragraphs,
The confix under which the endings are stored is (R6)VNF@pp + , the
sixth and seventh position f's being sometimes replaced by R and U, or
I, P, O, respectively, and depending on the type of ending the transla-
tion given in each case is the negative counterpart of those shown
above, After the ending is investigated, the search proceeds in the
same fashion as for verbs not preceded by NE,

To translate past tense R verbs followed by the Russian BY,

the following entries are stored in the dictionary:

(RO)VRPP + ENDPa#BY(PN) (DPP)WOULD# (R6)BBE,

(R6)VRPP + END aSUFFR#,BY(PN) (DPP)WOULD# (R6)BRE,

P

In addition to these entries, an entry is provided for shifting out BY

when it follows a verb,
Further, another set of entries is provided to translate

past tense R verbs preceded by NE and followed by BY:
(R6)VNF@PP + END,,_#BY(PN) (DPP)WOULD#NOT (R6)BBE,

(R6)VNEPRD + ENDPaSUFF‘R#BY(PN) (DPP)WOULD#NOT (R6)BRE
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To translate past tense non-R verbs followed by BY, the above

entries which do not have an R can be used in addition to the following

entries:
(R6)VUPP + ENDPa#BY(PN) (DPP)WOULD# (R6)BBE,
(RO6)VUPO + ENDPa#BY(PN) {(DP9)WOULD#BE (R6)BBD,

(R6)VNFQUP + END, SUFF_#BY(PN) (DPP)WOULD#NOT#BE (R6)BBD,

Irregular English verbs share the entries listed above for
verbs with regular English translations,

Non-R verbs with irregular English translations have (RZ)§#§
entries (with the "E'' translation) as do all other verbs, In addition,
all their forms with irregular English translation are stored in

entries of the type:

(R3)VBV + FORM (DPn)IRR TRANSLATION (R6)VBVXUXO

If they occur with a reflexive suffix, their irregular past participles

are also stored in entries of the form,

(R3)VBD + STEM PAST PART. (R6)VBDXUXO
Here the XUX in the confix is a constant signifying that these are

entries for non-R verb with an irregular English translation,

When the verb is first matched on,it stores the confix
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(R6)VUILS‘, (R6)VUPLS or (R6)VUOL _, as do other verbs, The end-

’
ing Investigation proceeds as before fir word insertion with the
resulting confix of (R3)VBE("E'' translation of verb required) (R3)VBD
(past participle required; match was a reflexive non-R verb),

or (R2)VBV(ending must be invéstigaéed to determine the proper
translation for the verb form). The next match is to get a transla-
tion for the verb form (which will be placed after the word inserted

if there was one). If the confix is (R3)VBE,the match on the verb

will be made in the (RZ)#99 table where the required "E'!" translation
is stored and the procesaing will continue as for regular verbs, If
the vex'b' form is reflexive, the match will be in the (R3)VBD table if
the verb's past participle was irregular, The confix (R-6)VBDXUXO

will share the entries

(R6)VBD¢¢¢G3 + "ED"Suffix (R6)(QP)VED

used for regular verbs but the last character, O, of the confix will
insure a vacuous ""ED'' suffix, The next matches will continue as for
regular verbs. If the confix was (R3)VBYV, the verb form will match
in the (R3)VBYV table if its translation is irregular, The confix
(R6)VBVXUXO will direct the next match to the regular verbal end-
ings table after which the matches will continue as for regular verbs,,
The last character, O, of the confix, as ‘G3, will insure a vacuous
English suffix for the translation,

R-verbs with irregular English translations have a stem
entry, an (RZ)089 entry, and a (R3)VR@ entry, as do regular verbs,
.In addition, all the non-reflexive forms with irreguilar Ernglish trans-

lations have an entry:

(R3)VBV + FORM (DPn)IRR, TRANS, (R6)VBVXRXO,
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while all the reflexive forms with irregular English translations

have an entry:

(R3)VRV + FORM (DPn)IRR. TRANS, (R6)VBVXRXO,

(Here the XRX in the confixes is a constant signifying that these en-
tries are for an R-verb with an irregular English translation,)

When the verb is first matched on,it stores the confix
(R6)VRILS, (R6).VRPLS, or (R6)VROLS, as do other verbs. The
énding investigation for word insertion proceeds as before, with
the resulting confix of (R3)VBE ("E'" translation of non-reflexive
form required), (R3)VRE ("E'" translation of reflexive form required),
(R3)VBV (ending must be investigated to determine the proper form
of the non-reflexive translation to be used), or (R3)VRV (ending must
be investigated to determine the proper form of the reflexive trans-
lation to be used).

The next match is to get the proper translation for the verb
form (to be placed after the word inserted, if there was one), If
the confix is (R3)VBE, the match on the verb will be made in the
(RZ)§9P table where the required "E'" form for the non-reflexive
translation is stored, and the processing then continues as for regular
verbs, If the confix is (R3)VRE, the match on the verb will be made
in the (R3)VR @ table where the required'"E'" translation for the reflexive
form is stored, and the matches that follow will be as for regular verbs,
If the confix is (R3)VBYV, the processing is as for non-R verbs with
irregular English translations, while if the confix is (R3)VRV, the
verb form will match in the (R3)VRYV table if its reflexive translation
is irregular, The confix, (R6)VBVXRXO, will direct the next matches
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to the same entries as the confix (R6) VBVXUXO for non-R verbs,
Since the verbs with irregular English verbs share all the

endings tables with the regular verbs, their treatment when preceded

by NE or followed by BY, etc., is the same as for the ‘regular verbs.,
As was already mentioned all participles are always treated

as adjectives, Most of them, however, are derived from verb stems,

and require '"length-tag addition' entries in most analyses, after which

the match can be directed to the appropriate adjective endings table,
If a noun or a verb precedes another verb, the verb will

again be looked up in the confixed form. The translation is then

erased, and the ending is analyzed to determine if it is infinitival,

1f it is, TO# is inserted, and there is a shift back to the beginning

of the stem,. If it is not, nothing is inserted before the shift is made,
STAT6, in addition to being entered as a stem, has all its

full forms entered in the dictionary as follows:
STATG6# (R3)ST£1

NE#STAT6# (R3)ST£2

etc., where ST is a constant standing for STAT6, and f1 denotes the
English grammatical form by which the particular form of STAT6
should be translated. If the word following STAT6 is a verb, the
translation is erased, and the ending is checked., If it is infinitival,
F is written in the seventh position of the confix, while if it is not,
an N is stored in that place., Then a series of entries shift back to
the beginning of the verb stem, after which our match is found on

an entry of the type:
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(R6)ST£1BIFB—I'+ BEGIN# TOf
i

(R6)STfiBINB-|+ STAND/STOP#fi

If the word following STAT6 is a noun or adjective, the pro-
cedure is roughly the same as that for a verb which is not an infinitive,
i.e.,N is stored in the seventh position of the confix, leading to en-
tries which translate STAT6 as STAND/STOP,

All present tense forms of BYT6 are stored as follows:
BUDU# (R3) BUD
NE#BUDU# (R3) BUN

These confixes lead to essentially the same type of analysis as for
STAT6, i.e., I is stored in the seventh position of the confix if

an infinitive is found, and N, if it is not found, Theﬁ the same en-
tries used by STAT6 shift back to the beginning of the word follow-
ing BUDU# and a match is found on one of the entries:

(R6)BUDBIFB + WILL#
(R6)BUDBINB + WILL#BE#
(R6)BUNBIFB + WILL#NOTH#

(R6)BUNBINB + WILI#NOT#BE
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2.1.3. Microglossary Organization

The Russian Master Dictionary was compiled for general-purpose
translation rather than for any specific field, in spite of the fact that
certain fields of science and technology are better represented in it
than others,

In the past, concentrating on a specific field essentially amounted
to adding the terms of that field which did not occur in the dictionary,
The terms that already existed in the dictionary usually remained un-
changed, except in very unusual cases where the existing translation
did not render the meaning of the particular Russian word in the given
field. In that case, the meaning was changed to include the missing
equivalent, As a result of this, and because of other inherent am-
biguities in the Russian language, about 2% of the entries in the present
RMD are listed with multiple choices as their translations,

Here are just a few typical entries:

NAVARIVANI COOKING/ WELDING (R3)HR

QEP6 CHAIN/CIRCUIT (R2)SR

RAK CRAWFISH/CANCER (R2)FR
REAKTIVN REACTIVE/REAGENT (R7)BU
DIAPAZON BANi)/R‘ANGE (R1)SR
NAPR4JENI VOL TAGE/EFFORT (R3)HR

ESTé IS/EAT

SUT6 ARE/ESSENCE

TEXNIK, TECHNOLOGY/TECHNICIAN (R1)FR
MATEMATIK MATHEMATICS/MATHEMATICIAN (R1)FR
 SKLEROTIK SCLEROTIC#PATIENT /SCLERA (R1YFR

REWENI DECISION/SOLUTION (R2)7R



JILY (DP3)TENDON/VEIN {R2)OR
SELO VILLAGE/SAT

We are not going to discuss the inherent and obvious limitations
of the microglossary approach to the solution of the problem of am~
biguity in machine translation, but it is quite apparent that if the
RMD were segregated into special-field dictionaries, many of the
multiple meanings listed above would be eliminated, and the overall
readability of output translations would be improved,

So the word QEP6 would have CIRCUITS given as its equivalent
in a dictionary devoted to translating electrical engineering and
electronics articles, and CHAIN in a dictionary devoted to chemistry or
popular journaliem,

On a similar basis we could resolve the ambiguity for some
of the stems such as: NAVARIVANI, RAK, REAKTIVN, DIAPAZON,
NAPR4JENI, and REWENI, although in some cases (especially in the case
of NAVARIVANI and REWENI),the elimination of one of the meanings
may be disputed,

One must also admit here that for certain fields a word would
have to be listed with multiple meanings, even though in other
fields only gne equivalent would be sufficient, as is the case of RAK,
which could be given the translation CANCER in a medical dictionary,
but would have to have multiple meanings retained in most of the
other dictionaries,

And, of course, there is a whole group of words whose am-
biguity could not be resolved by classi’fyin.g‘ the dictionary into micro-
glossaries. Among this group are ESTé, SUT6, JILY, SELO, and even such
words as TEXNIKA, MATEMATIKA, and SKLEROTIK,
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On the other hand there are many words in the present
dictionary, listed with only one equivalent, whose translation could be

improved by the microglossary approach, e.g.,

REAKQI REACTION (R2)TR
NAKALIV ANI INCANDESCENCE (R3)HU
REWETK GRID (R2)OR
4DR NUCLE (R3)BI
IGL NEEDLE (R2)OR

So, for instance, in a dictionary tailored for electrical
engineering and electronics, REAKQI would be given the transla-
tion REACTANCE; for metallurgy NAKALIVANI could be transla-
ted an ANNEALING; for mathematics and crystallography REWETKA
would have LATTICE as its equivalent; 4DR could be translated as
TESTICLE for anatomy or medicine; and IGL could have as its
equivalent SPINE for zoology and THORN for botany,

Taking all the pros and cons of the microglossary approach
to machine translation, it was decided that this technique of dictionary
organization would result in definite improvement in the output transla-
tion, Consequently, the work on microglossaries has already been
started,

f‘irstly, a theory of microglossary storage has been developed
which will obviate the need of separate discs or bands for each dictionary,
and which will allow a complete intermeshing of all the microglossaries
in one general dictionary. This technique will be incorporated in the
next version of the bidirectional translation system. It may be de-

scribed briefly as follows:

PRI St SR NP LTy e et

g o



Each Russian article to be translated will be labeled as to
the field to which it belongs (sometimes the title of the journal in
which the article appears may be used for this purpose)., This label
will store a code corresponding to the given fleld in the computer,
which will then be used during the course of translating the article to
decide in which microglossary a word that is ambiguous is to be looked
up. The microglossaries would consist of words which are ambiguous
(such as were discussed above) and which would be prefixed by a

confix identifying the given field.

e e e v 6 e -

So,for instance we could have:

REWETK LATTICE (R2)OR
PMATH “

REWENI SOLUTION (R2)7R
PMATH

QEP6 CIRCUIT (R2)SR
PELECTR %1

NAPR4JENI VOLTAGE (R3)HR
PELECTR “1

REAKTIVN REACTIVE (R7T)BU
PELECTR “1

DIAPAZON BAND (R1)SR
PELECTR %1 ,

RAK CANCER (R2)FR
PMED “

NAVARIVANI WELDING (R3)HR
PMETAL “1

NAKALIVANI ANNEALING (R3)HU

PMETAL®1




PANAT ")

PBOT

PBOT

PzooL

PzooL

R

REWETK
PerysT Y1

4DR

RAK

IGL

IGL

R AK

and so forth.
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LATTICE (R2)OR
TESTICLE (R3)BR
CANCER (R2)FR
THORN (R2)OR
SPINE (R2)OR
CRAYFISH (R2)FU

All of these entries would also have to be stored under a confix, say

pv, which would match on any of the given field-codes, as follows:

REWETK

REWENI

QEP6

NAPR4JENI

REAKTIVN

DIAPAZON

GRID (R2)OR
DECISION/SOLUTION (R2)7R
CHAIN (R2)SR
EFFORT (R3)HR

REACTIVE/REAGENT (R7)BU

RANGE (R1)SR




RAK CRAYFISH/CANCER (R2)FR

pv al

NAVARIVANI COOKING ‘ (R3)HR
pv al

NAKALIVANI INCANDESCENCE (R3)HU
p
v 1 .

4DR NUCLE (R3)BI
pv al

IGL NEEDLE (K2)OR
pv al

As can be seen, this technique is very flexible, and would
lend itself very well to future changes in field classification, It
also has the important advantage of utillzing the general dictionary,
with its wealth of lexical data, for translating any desired field,

For unlisted articles, the meaning of ambiguous words would be
gotten from the pv table,

Plans were made and the work has already started on re-
organizing the RMD along the lines discussed above, and for this
purpose a list of 13 very basic and useful (from the standpoint of
AF requirements) fields has been established,

Following‘is‘ a list of these fields together with the codes that
will be used for their identification:

Aeronautics and Aviation

Biology

Chemistry

Mechanical Engineering

m o Q w »

Electrical Engineering and Electronics
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Metallurgy
Military Sciences
Medicine
Mathematics
Nuclear Physics
Physics

Space

HomoYZZm QY

Earth Sciences

It would be a simple matter to further expand this list, as all that
would have to be done to the dictionary is to enter the affected words
under the new confix representing the added field.

To aid us in the future studies of microglossar y construction
and classification,a complex concordance program was written for
the 7090 computer, The program has the following options:

1, It will produce a complete concordance of a given text

This means that the sentences of the text will be numbered,

and all the occurrences of any given word will be collected

and printed together, Under each heading, or '"study word,"
the total frequency of occurrence of that word in the particular
text is given, The actual study word is signaled in each of

the sentences in which it occurs by printing two asterisks

just before the study word itself, A sentence is printed

only once with any particular study word, although the study

word may occur more than once in some sentences; each

occurrence of the study word is signaled, howevér, even when

it occurs more than once in a sentence,
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2, The program will yield, as an option, a 'directory"
concordance of a text, Here, instead of printing each

sentence in which each study word occurs, there are two separate
but considerably smaller outputs, The first is a single copy

of the text, sentence by sentence, with the sentences numbered

as they are for concordance purposes. The second output is

the "dictionary, ' an alphabetic list of the study words, with

the frequency of occurrence given as above; but instead of

the complete sentences in which each word appears, only the
numbers of the sentences are given, Since 19'sentence-numbers
can be printed on a line of paper, while printing the actual sentences
may take several lines for each, it is clear that the volume of output
from this option is manyfold less than from option 1. For a
million-word text the directory alone may be a foot-~high stack

of wide printing paper; the full, option 1, concordance for

such a text would probably be around 20 times as bulky, The

saving in machine~time is equally great.

3. The user may then request a complete concordance of

specific 's'tudy wo rds in the text. It appears more useful to

.produce, for example, a special concordance of a specific

list of prepositions, bound, labeled, and kept separate, and
then another concordance; say, of reflexive verb-forms,
than to request the complete concordance of every word in a

very large text, This option is available with either option 1

‘or option 2; that is, one does not need a directory of a text

in order to request a full concordance of any particular items.




4, This option is the complement of option 3: in option 4

one requests a concordanceé (either option 1 or option 2

type) minus specific words., It is assumed, for example that

in a concordance of English-language text the user will not
want a listing of all the sentences containing 'the," "a,'" or
"and"; in option 4 these, and other words not wanted, are
specified, and are then left out of the concordance,

5. On top of any of the above options one can request that
"endings' be removed from actual text words, and the
remaining "items' concorded together, Thus,; in English,
one may ask that final -8 be removed from all words, thus
presumably bringing together singular and plural nouns,
or plural and singular present-tense verba, One runs the
risk of putting together items which do not linguistically
belong together, but the technique turns out to be very

useful in practice,

All the above options are programmed and operating, We

have approximately 7,000,000 running words of Russian technical
text punched on paper tape. This text has been put on magnetic tape,
and work has be'gun on concording all of it, separately for each in-
dividual technical field. When the directory concordances have been
made for all the text it is planned to merge them, giving a single
large directory for 7,000,000 words, This will be used for many
purposes, among them microglossary studies, studies toward a

semantic classification of the dictionary, and checking the com-

pleteness of the RMD,
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In addition to this, a program has been written to extract from
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the directories those study words above a given -- optional -- fre-
quency of occurrence. These extracted study words are then sorted
on the endings, a technique which in Russian brings together
syntactically similar items: because of the high degree of inflection
in Russian, words with the same characters at the end are very
likely to be of the same part of speech, A relatively small amount
of human intervention is then necessary to separate out the members
of any such group whic'h do not linguistically belong there. Another
program them removes the endings from the full study words, pro-
ducing stems. This ability is useful in the production of special
dictionaries, or in updating an existing dictionary on the basis of

lacunae actually found by testing with real text.

2,1,4, Multipass Routines

The control section which contains the analytic routines of the Multi-
pass dictionary has been augmented to 25, 000 entries. For the
sixteen-pass translation system, passes zero, I, 2, 3, 4, 5, 6,

8, 9, 10, 12, 15 and 16 have been completed and demonstrated with
a limited vocabulary which nevertheless thoroughly tests the
feasibility of the system, The vocabulary of approximately 800
Russian stems is represented by 900 Search Input State (SIS) entries
and 2000 Pass 16 English readout entries, The increased number
of SIS entries is due to ''longest match' considerations and the
absence of Process State routines to perform morphological deriva-
tion of parts of speech. The increased number of English readout
entries provide the improved output translation of Russian stems

by providing alternate translations according to the "meaning pre-

ference'' tags in the Process Word format; this tag is updated on
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the basis of syntactic and semantic linkages established between
the constituents of the sentence, and the updated tag represents a
reduction in the sermantic ambiguity of an input Russian stem,

The 25,000 entries in the control section constitute the
routines which perform the syntactic and semantic analysis of input
sentences by table lookup. The sentence structure is determined to the
degree necessary to reduce grammatic and semantic ambiguity, to
-perform word re-arrangement, and to make insertions of English
connecting words (such as "of, " "by," "to'") or English verbal
auxiliaries to form compound tenses..

The Multipass routines consist of elaborate tables which
match and link noncontiguous elements of the sentence. Both
syntactic and semantic linkages are established by the appropriate
routines, Some basic programming techniques have been developed
and are applied universally In routines of the various passes. Rep-
resentative routines and programming techniques which are now in
practice are enumerated below,

Transliteration - When the SIS entries fail to find an input
word (either the stem or the ending), the entire word is. transliterated:
in the output, Numbers or othe.r symbols interspersed in the text
are treated similarly, Transliteration requires two steps. An SIS
routine determines the length of the ini)ut word and transcribes it
character for character into a variable-length Process Word with
special part-of-speech tags. Ordinarily, only limited possibilities
exist for the analysis and linkage of such Process Words during the
subsequent Process State processing. During the English readout

stage of Pass 16, another routine recognizes the part-of-speech tags




and proceeds to transliterate the input characters into their output
equivalents.

Establishment of Linkages - A basic programming technique
is common to the establishment of all linkages, The routines which
establish the different types of linkage differ only in the parameters
which are matched by the entries. For economy in the matching
entries, two stages of lookup are customarily used., The first stage
performs a preliminary scan for some basic pattern (of parts of
speech, for example) which may involve either two or three elements
of the sentence. The preliminary scan proceeds either to the left or to
the right from any chosen word and locates the Process Words whose
parameters (part-of-speech tags) satisfy the necessary conditions
for the linkage. Intervening words are se'lectively skipped as desired,
Having found the pattern, this stage sets index registers to indicate
the locations of the linked Process Words, Typical entries are shown
below., The parameters of the example are part-of-speech tags,

(1) Locate an "NN" to the left:

(P2)B. + #*§PNN T, (EC) p C
(P2)B + * T (EA)
(P2)B + *9pp (PHI) 7T p AB

If the Argument Index Register (AIR) is now pointing to an ""NN"

the first entry matches, and the "(EC)" instructions set the Con~-
tinuation Index Register (CIR) at the location of the Process Word on
the right, in preparation for the next search among entries which
are prefixed with '"(P2)C'" in paragraph (2). If the current Process
Word is not an "NN", the (EA) instruction in the second entry sets
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AIR to the location of the Process Word on the left, and the above
procedure is repeated, If the beginning of sentence 1s encountered
before an "NN" iz found, the third entry matches a special Process
Word containing a '"(PHI)" symbol and causes an exit to the ''(P2)
AB" routine (not part of this example)., |

(2) (a) Locate an "NA" to the right of the '""NN'';
{P2)C + * PpANN(DC)*#$NA T p D
(P2)C + * T(EA) u B

If the "NN'" is followed immediately by an "NA, " the first entry matches
and causes an exit to the "(P2)D'" routine for further analysis; the
{DC) instruction in the argument utilizes the pre-set address in the
CIR register and causes immediate advance to that location, Thereby,
the parameters in two contiguous Process Worde are matched in one
lookup. If this match fails, the second entr); returns to ''(P2)B'" to
locate another "NN'" to the left, as in paragraph (1),

(2) (b) Locate an '""NA" to the right of the ""NN'" with skipping

permitted over only "X'" and "Q'":

(P2)C + #*pPNN(DC)*@pNA T b D
(P2)C + *@ONN(DC)* 99X T (DC), (EC)
(P2)C + *pPNN(DC)*$8Q T (DC), (EC)
(P2)C +* T (EA)p B

The first entry 1s identical to that of the preceding example; however,
because of the effect of the second and third entries, the (DC) instruc-
tion now causes the linkage of "NN'" and '""NA' items in noncontiguous,
as well as contiguous Process Words, If an "NA! is not immediately

to the right but either "X" or "Q'' is, the second or the third entry
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matches. In the function field, the (DC) instruction causes an advance
to the location of the "X'" or ""Q'" (just as the (DC) instruction in the
argument did). Then the, "(EC)" instructions set the CIR register
to the location of the Process Word to the right of that point, with
the result that noncontiguous words will be proc{essed if the contents
of CIR are used. Because no change in confix is slpeciﬁed, the next
lookup will again involve the above entries prefixed with '"(P2)C",
If "X'" or'Q" Process Words occur in succession, they will be skipped
successively by recursive matches until either the desired linkage
is made by a match with the first entry or else skipping is terminated
because of a part-of-speech tag other than "X'' or "Q.," The. fourth
entry terminates skipping and returns to '"(P2)B" in order to locate
another '""NN'" and restart the entire procedure from that point,.

When the elements of the desired linkage have been located
by a procedure such as the example above, the second stage of the
routine performs detailed analysis of the selected Pro'cess Words,
Because the contents of AIR and CIR (and another index register,
MSKR) are available, this analysis is effective regardless of the
positions of the words in the sentence. The analysis is performed
by means of tabular entries which enumerate all desired com-
binations of grammatical, semantic, or processing tags in any of

the selected words. One entry in the table matches the given con-

- figuration and thereby identifies the linked items in detail. The

result of the analys"is is recorded by updating the tags in any or

all of the linked words according to the degree of ambiguity which
has been resolved. . This information is then available in the Process
Words for still further analysis during subsequent passes, The

information is highly codified according to a standard format and
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convention, Typical entries for such analysis are given belaw,

This stage of the routine is entered by changing the secondary confix

symbol to '"D'' as was done hy those previous entries cqntaining

”P‘D'"

(P2)D + *00NN(DP17)DXC(DC)*00NA(DP18)TVT(DP7)X(DC)(DP7)BpE
(P2)D + ¥00NN(DP17)DXD(DC)*00NA(DP18)0OST(DPT)X(DC){DP7)DpE
(P2)D + #00NN(DP17)IXJ (DC)*00NA(DP18)PTT(DP7)A(DC)(DP7)FuE
(P2)D + *00NN(DP17)DXF(DC)*00NA(DP18)OST(DP7)X(DC)(DP7)DyE
(P2)D + *00NN(DP17)IXJ (DC)*00NA(DP18)QFT(DP7)A(DC){DP7)CpE
(P2)D + *00NN(DP17)IX1 (DC)*00NA(DP18)OST(DP7)X(DC){DP7)DpE
(P2)D + *00NN(DP17)DXL(DC)*00NA(DP18)OST(DP7)X(DC)(DP7)DpE
(P2)D + *00NN(DP17)DX1 (DC)*00NA(DP18)DQT(DP7)X(DC)(DP7)XpE
(P2)D + *00NN(DP17)IX6 (DC)*0ONA(DP18)IPT (DPT7)X(DC){DP7)XuE
(P2)D + *00NN(DP17)DXI1 (DC)*00NA(DP18)TVT(DP7)X(DC){DP7)FpLE
(P2)D + *00NN(DP17)DX6 (DC)*00NA(DP18)OST(DP7)X(DC)(DP7)DUE

(P2)D + *00NN(DP17)IYG (DC)*00NA(DP18)VW T(DP7) A(DC)(DP7)DpE

(P2)D + *00NN(DP17)IYG (DC)*00NA(DP18)MP T{DP7)D(DC)(DP7) ApE

Word Order Routine - This routine in Pass 16 establishes
the order in which Process Words are to be translated-into English

on the basis of word re-arrangement tags which appear in the

1'11'2

Process Word format. These tags are filled in during the preceding

Process State analysis. The sequence of re-arrangement tags, from
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each Process Word to the next, indicates linked word groups or phrase

structure within the sentence. The present routine accomplishes
only first-order re-arrangement; that is, the arrangement of
relatively major phrases as specified by the T tag, Second-order

re-arrangement, specified by T, together, would provide also
for the re-arrangement of words or subphrases within a major

phrase, For only first-order re-arrangement, the r tag is always

2
""" and the rl tag has one of the following codes;

SR UEIOROR R —— -
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"," This word remains in its relative position,

"P'"" A word or group to the right with tag '""N"
is to precede this word (or group) with tag '"P",

"N This word and all successive '"N'' words
are to be translated before the "P'" words on
the left.

Thus, as a result of prior analysis, the following configuration of
r.  tags might appear in a sentence, and the corresponding Process

1 .
Words would be translated in the order indicated:

(bOS) .

. PP NNN. P N N P P P N (eos)
1 2 6 7 3 4 5

8 11 9 10 13 14 15 12

Closely associated with the word-order routine is the word-insertion
routine which examines the Insertion tag in each Process Word before
that word is translated. The value of this tag determines the insertion

to be made in the English output.

2,1,5, Conversion of RMD to Multipass Entries
The Russian Master Dictionary has undergone considerable revision
and updating to improve the lexicon for Multipass usage as well as
for Bidirectional Single-Pass usage., Further classification of RMD
entries has been accomplished by the application of new computer proc-
essing techniques. These efforts are directed toward organization of
the lexical data in a form suitable for the automatic generation of
full-scale Russian Multipass dictionaries in a truly general way.
Heretofore, only the "backup" entries for Pass 16 English readout
could be produced from RMD by computer without any human inter-
vention,

Each RMD entry consists of four fields: Acquisition Number,
Argument (Russian), Function (English), and Confix (grammatical

classification). This format is primarily oriented toward Single-Pass
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translation (including Bidirectional). As an implement to converting
the RMD entries -to Multipass entries, an intermediate file "RMDV"
has been created by annexing to each entry a fifth field, "Field V,"
for general Multipass use. The overall purpose of Field V is to col-
lect explicit codified information which will control a computer pro-
gram to generate the appropriate Multipass vocabulary entries in a
straightforward pass over the RMDYV file,

In establishing Field V, an improved system for the assignment
of semantic tags to Russian stems has been implemented by a computer
program, The gemantic tags will appear ultimately within the Process
Word format as a unique, coded representation of each Russian stem.
The improved semantic classific’ation of stems is based on codifying
the root and its affixes (if any) independently. By this procedure,
those RMDYV entries whose arguments are morpﬁological variations
of the same root are correlated by the assignment of similar semantic
tags.

The corriputer program processes each Russian stem in the
RMD file, and by applying basic morphological rules for the derivation
of word forms, it presents a hypothetical trisection of the stem into
its root, prefix, and suffixes. This information is recorded in Field
V. With a minor amount of automatic recoding, this information will
constitute the semantic portion of the multipass entries to be geneérated.
In the course of processing the Russian stems, the program also
records, in"Field V, a codified trace of its activity in order to clasgsify
the stems according to the applicable morphological rules, The latter
information, when recoded automatically and supplemented manually,

will serve to control the subsequent RMDV ~to-Multipass conversion
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program, The program which created Field V includes the following
features:

a, Common linguistic prefixes are isolated from the root,
Normally, the longest possible prefix is removed; for example, prefix
PREDO has preference over PRE, and OB over O, In Field V, equiva-
lent prefixes are represented by the same code; for example, OB and
O are both codified as OB, By referring also to approximately 1500
common Russian roots, the program performs this task quite ac~
curately, For example, the root VOD is not dissected as VO-D, and
the word OBEGAT®G is dissected properly as O-BEGAT6 rather than
as OB-EGAT6, ‘

b. Common derivational suffixes are isolated from the root
according to grammatical classifications. The suffixes are identified,
and a codified trace of the formation of the stem from thé root is re-
corded in Field V. This analysis is not restricted to the 1500 common
roots,

c. Endings are truncated from full-word entries whose pur;-
pose in the dictionary is to prevent false shorter matches, These
entries are identified by the occurrence of a (DPn}) instruction in the
Function field,

d. The program correlates pairs of entries which differ by
a "mobile vowel,"

e. The program correlates the root forms which differ
morphologically by a change in the final consonant, For example,
the root ALC is transformed into ALK when recorded in Field V., By
a similar transformation, the tort/tolt groups é.re‘ identified and cor-
related; for example, GOLOV is transformed into GLAYV by the pro~

gram, Among the 1500 common roots, even more extensive correlation
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is performed by assigning identical root codes in Field V, Thus, the
alternate root forms DR, DER, DOR, DAR, DIR, DYR are correlated.
f. When a stem is derived from either of two homographic
roots, the program examines the morphemes adjacent to the root to
resolve the ambiguity, After this analysis the roots, homographic in
Russian, are distinguiahea in Field V by the assignment of distinct
semantic codes, For example, Field V distinguishes, with fair re~
liability, between stems derived from VOD "water'" 'and those derived
from VOD "to lead.," This analysis is applicable only to the common

roots furnished to the program.
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EXCERPT FROM THE RMDV FILE SHOWING CORRELATION BY SEMANTIC TAGS

MNOGOVODN
MNOGOVODNOST
BEZVODEN
BEZVODN
OBVODN
OBVODN4
OBVODN4 T(PN)
OBVODNI
OBVODNH
OVODN
OBVODNEN
OBVODNENI
OVODNENI
OBVODNITEL6N
PODVODN
PODVODNI
PEREVODN
PEREVODNIK
VVODN
VYVODN
VZVODN
ZAVODN
ZAVODN4
ZAVODNI
ZAVODNH
ZAVODNEN
ZAVODNENI
NADVODN
NAVODN4
NAVODNI
NAVODNH
NAVODNEN
NAVODNENNOST
NAVODNENI
PROVODN
PROVODNI
RAZVODN
SVODN
SVODNICA
SVODNICESTV
SVODNICESK
(R3)VBV+VYVODIL
VYVOPIMOST
NIZVODIVW
PROVODIMOST
PRIVODIMOST
SVODIMOST
ZAVODIWK
ZAVODIWEK
OTVODITEL
PREDVODITEL

abounding in water (R7)BU
abundance of water (R2)VU
anhydrous (R7)BU
anhydrous (R7)BQ
surrounding (R7)HO
irrigat (R4)BE
(DP6) irrigat (R5)CE
(DP6) irrigat (R5)CE
(DP6) irrigat (R5)CE
irrigat (R4)BE.
irrigated (R7)VU
irrigation (R3)HU
irrigation (R3)HU
irrigating (R7)EU
underwater (R7)HU
submariner (R3)DR
translated/transferred (R7)HU
adapter (R1)SR
introductory (R7)EU,
discharge - (R7)HU
platoon/cocking (R7)HU
clockwork (R7)HU
flood {R4)BC
{DP6) flood (R5)CC
(DP6) flood. (R5)CC
flooded (R7)VU
flooding (R3)HU
above water (R7)EU
(DP6) flood (R5)BC
(DP6) flood (R5)CC
(DP6) loocd (RS)BC
overflowed (R7)VU
overflowing (R2)VU
flood (R2)7R
wire (R7)HU
conductor {R3)DR
separating (R7)HU
surmmary (R7)EU
procur (R4)AE
procuration (R3)FU
pandering (R7)EU
(DP6) led out/concluded (R6)VBV
derivabilit (R2)SY
bringing down (R7T)WU
conductance (R2)VU
reducibility (R2)VU
reducibilit (R2)SY
factor (R2)BY
factories (R2)BU
diverter {(R1)SR
leader

{R1)AR

)VODN)XM
)VODN)XM-OST
)VODN)BZ
JVODN)BZ
)VODN)OB
)YVODN)OB
)VODN)OB
)VODN)OB
)VODN)OB
)VODN)OB
)VODN)OB-N
)VODN)OB-ENI
)VODN)OB-ENI
)VODN)OB-TLN
)VODN)PD
)VODN)PD-NIK
YVODN)PE
)VODN)PE-NIK

‘)VODN)WO

YVODN)WY
YVODN)WZ
)VODN)Z A
)VODN)ZA
JVODN)ZA
JVODN)ZA
YVODN)ZA-N
)VODN)Z A=ENI
YVODN)ND
)VODN)NA
)VODN)NA
YVODN)NA
JVODN)NA-N
)VODN)NA-NNOST
)VODN)NA-ENI
JVODN)RO
)VODN)RO-NIK
JVODN)RZ
JVODN)SO _

)V ODN)SO-NICA
YVODN)SO-NICESTV
JVODN)SO-NICESK
)WWOI)WWY
YJVOJ)WY-MOST
YWOJINI-VW.
YVOI)RO-MOST
YWOJ)RI-MOST
)VOJI)SO-MOST
YWOJ)ZA-WK

JVOI)ZA-WK

)VOJ)OT-TL.
)VOJ)RD-TL.



63,

This excerpt from the RMDYV file shows how the semantically
related stems are associated by the computer program, Not shown
are the Acquisition Numbers of the entries or the highly codified
derivational tracing information. With reasonably good reliability,
semantically equivalent stems have been codified identically and
uniquely, while morphologically related entries have received similar
semantic codes. Although this task is not entirely computable, further
mechanical processing of the RMDV file, with human intervention,
will quite efficiently refine these perfunctory results, The juxtaposi-
tion of related entries in the file enhances the feasibility of mechani-
cally discovering inter-entry relationships. Such relationships will
assist.in the refinement of RMDV and will also be exploited in genera-
ting a highly efficient multipass dictionary.

After refinement of RMDYV, the suffix information will be com-
pressed to two-character codes, and the tracing information (not
shown above) will be converted into control information for the RMDV -
to-multipass conversion program, The eventual format of Field V '
will be as follows:

rrrr pp 8s cccccc

where rrrr is the root code
PP is the prefix code
88 is the Quffix code
cccccee is the conversion control information,

The first eight characters constitute the semantic tags to be substituted
directly into multipass vocabulary entries,

A typical multipass vocabulary entry to be generated for the
Search Input State is as follows:

RUSSIAN T (F~-), (DPn) rrrrppss . .*{(B--) u pp
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During Mark-II operation, this entry matches a Russian stem and
transcribes it into an intermediate-language Process Word in the
Process Region. Initially this Process Word consists only of the for~
ward and backward length tags and the semantic encoding of the Russian
stem. The confix pp directs the subsequent search to look up the re-
mainder of the Russian word in a common set of endings tables; this
lookup operation supplies part-of-speech tags and other codified
grammatical information.

Further updating of the Process Words is performed during
the Process State analysis of the entire sentence, Elaborate tables
of control entries are searched to link the constituents of the sentence
and to determine sentence structure to the extent necessary to resolve
semantic and grammatical ambiguities of the individual Process Words.

As the final step, the English translation of each Process Word
is obtained by searching the vocabulary entries of the Process State,
A typical suéh entry is as follows:

(P 16) § 1+%PPqq(DPn) rrrrppss x T, (EA)(OD) English p,
where qq represents part-of-speech tags, x is a possible meaning
preference tag, and (EA) and (OD) are Mark-~II instructions. The con-
fixing provides for appending English suffixes, word insertion, and
word re-arrangement by the appropriate Process State routines.

Although the prior state of the RMD file would have permitted'

the automatic generation of similar entries with arbitrary semantic

tags, this task was postponed in view of the significant improvement
in organization achieved by the implementation of Field V, With Field
V, inter-entry relationships can be discovered and exploited by me-

chanical means, This will afford more economical processing of the

" lexical data and will produce more compact and efficient multipass

dictionaries,
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Prior methods of generation would have converted every RMD
entry into at least two multipass entries (one Search Input State and
one Process State "backup' entry). Additional Process State vocabulary
entries to encompass meaning preference would necessarily have been
prepared manually, However, the cccccc data in Field V will serve to
suppress the generation of extraneous entries or to generate additional
entries as required (such as for meaning preference), Conditional
choice in the format of generated entries is also provided. For example,
whenever several entries have identical semantic tags (after refine~
ment of RMDV), each RMDV entry may require converaion to a Search
Input State entry, but a single Process State entry will suffice for
English readout. Field V will also indicate the degree to which de-
rivational analysis can be performed on the Mark II; in this case,
certain SIS entries can be suppressed when the appropriate derivational
routines are included in the control dictionary,

The cccccc data, by its nature and method of derivation, will
tend to make explicit the purpose of each argument in the RMDYV lexi-~
con., By changing interpretive parameters in the RMDV ~to-Multipass
conversion program, complete flexibility is possible. Thereby, the
conversion program is not restricted to any particular multipass trans-
lation process nor to any specific multipass dictionary organization.
New techniques of analysis or translation by table lookup can be readily

embodied in a full-scale multipass dictionary.
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2.2 Lingxistic Research

2.2.1 Housekeeping

2.2.1.1 Introduction. Practical machine recognition of the
syntactic structure of random, natural language sentences is not a

straightforward task that can be accomplished by the use of rudi-

mentary linguistic and programming techniques. The most sophisticated'

and powerful linguistic theories must be applied; and, since at present
the pertinent area of linguistic theory is undergoing extremelfr rapid
development, application unavoidably involves evaluation, re-
finement, and extension of the theory. M'oreover,r if the goal is a
practical and economical recognition system rather than a demon-
stration 'in principle;'" the programming must be specially tailored

to fit the linguistic formalism,

If the problem were less complex than it actually is, or if
some of the complexities could be permanently ignored, there would
be no need to devote special attention to éommunic;ation between the
linguist and the programmer. Each could be more or less independ-
ent of the other. The linguist could state his rules without worrying
about whether they were programmable (in a practical way) and the
programmer could program the linguist's rules without very much
understanding of their underlying structure, Of course, such under-
standing by the programmer is always desirable, but need not always
be essential. However, the crucial need for the development of
effective communication between the linguist and the programmer
in language data processing is amply demonstrated by the fact that,
at present, despite several years of serious effort to incorporate
the relevant achievement of linguistic science into MT programs,
there remains large areas of sound accomplishments in grammatical
description (particularly at the sentence level) which seem to be

too complex for inclusion in current programs,

67.
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The problem of -thuist- prograrﬁmer communication has of
necessity been faced by every MT group in the country and has received
a fair amount of discussion in the literature, at conferences, etc.
However, the problem has not been formalized. Thus, each individual
group can simply describe its procedure, with perhaps some discussion
of evolution, motivation, special features, etc., but cannot characterize
it in terms of some generally a‘cceptedv classification framework or set
of categories., |

The existing procedures fall roughly into three groups. In one
group, there is little explicit attention to linguist.~ progfammer
co.rnmunication. There will of course be some grammatical coding
conventioﬂs and there may be some flow-charting or rule-writing
conventions, but for the most part, the linguist prepares his material
in whatever form suits him, and then attempts, through informal dis-
cussion, to explain to the programmer as much as he seems to need to
know. This procedure may seem to work at first, but the usual result
is that after awhile the linguistis surpriéed to find that minor linguistic
modifications or additions entail a major programming effort or, even
worse, cannot be done practically within the existing program. Finally,
the program becomes an unwieldly patchwork, becomes unmanageable,
and must be complétely rewritten from scratch. The objection to this
procedure is not that programs must be radically revised or completely
rewritten periodically, but rather, that the evolution of the programming
is not controlled by the evolution of the linguistic conceptions.

In the second group, linguist-programmer communication-is
effected by making the programmer dominant; i.e., practical (or at
least feasible) programming is ensured by selecting particular program-
ming devices (for example, pushdown storage). The linguist is then
forced to limit himsell to statements of a form permitted by the particular

programming devices delected. Again, the objection to this procedure
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is not that particular programming devices are selected (in fact, one

of the main purposes of explicit attention to '""housekeeping' is to provide
a sound lnguistic basis for such selections), but rather, that the criteria
for selection are dominated by programming convenience rather than
linguistic necessity.

In the third group, an attempt is made to eliminate the program-
mer entirely by setting up a special linguist's programming language.
Initially, programmers are needed to write interpreters and compilers
for the special programming language, but once the job is done, the
programmer is no longer needed, and presumably the linguist effectively
has direct access to the machine. This approach has some merit and
will probably be useful in the future (not the immediate future), but it
is 'completely useless for present production purposes and is at best of
only marginal suitability for current research purposes. The idea of
an explicit special linguist's programming language is of essential
significance (and is also one of the main purposes of explicit attention
to housekeeping) but the attempt to eliminate the programmer is pre-
mature. A special linguist's programming language must be based on
an explicit statement of the types of structure which the linguist uses
in linguistic description, and on the types of manipulations which are
performed on these structures either as an essential part of linguistic
description or as a part of mechanical sentence analysis. Such a pro-
gramming language will be useful to the linguist just to the extent that
it is restricted to express no more and no less than the linguist needs.
But this area of linguistic science is undergoing extremely rapid (in
fact, revolutionary) development at present, which means that the more
useful (through suitable restrictions) a programming language is to the
l_inguist'. the more rapidly it will tend to become obsolete. If the pro-
gramming language is continually modified, then programmers will
continually be needed to make the necessary changes in the interpreter

and compiler associated with the programming language»., Thus, in
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order to eliminate the programmer for some reasonable length of time,
the programming language would have to be made more general (lcss,
structured) than necessary. But then, in order to express linguistic
structure, the linguist must in effect add structure to the language;
i.e., he must do some programming. Thus,” the programmer has not
been eliminated, but rather, the linguist has partially been turned into
a programmer. This not only hampers the linguist, but also usually
results in programs which require much more machine running time
than necessary.

The above discussion of the strengths and weaknesses of current
approaches to linguist-programmer communication is intended to
emphasize the importance of the problem and to show that further
research in this area will certainly provide more economical techniques
in language data processing, and may in fact be essential if the machine
techniques are to be kept up-to-date with respect to developments in
linguistics or are to contribute to such development.

Before proceeding to the discussion of the approach proposed
herein, it will be useful to attempt a general statement of the problem.

From the point of view of the linguist (or almost any user, for
that matter) the general-purpose computer is essentially unstructured
(hence the name ''general-purpose'' computer). None of the individual
machine instructions (CLA, TIX, etc.) have any linguistic significance.
Each elementary linguistic operation such as ''rewrite X as Y + Z
keeping track of the fact that this particular Y + Z is an expansion of
this particular X, ' or '"'scan the sentence to the left for an occurrence
of word class U but don't pass over any occurrences in word classes Vor
W, or 'test item A and B for gramrmatical agreement, " etc., requires
a large numbei of appropriately selected and ordered machine instruc-
tions for its execution, i,e., requires a more or less complicated pro-
gram written in machine languagé. A set of elementary linguistic

operations could have a corresponding set of machine ]Janguage programs.
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However, it usually turns out in practice that many of the machine
language programs in the set would have one or another part in common.
Therefore, in order to achieve optimum programming economy, the set
of elementary linguistic operations is realized not by a corresponding
set of machine language programs but by a program consiating of a set
of subprograms none of which corresponds to any of the elementary
Unguistic operations. This program in effect adds structure to the
computer. However, despite efforts to achieve optimum programming
economy, the structure added to the computer by the program may not
correspond very closely to the syntactic structure with which the
linguist operates. The fact that a program '"works' proves nothing.
For example, if airline routes were arrapged in such a way that to
travel between any two cities in the United States, one had to go by way
of the North Pole, the system would "work'' in the sense that travelers
would reach their destination, but it would be obvious that the airline
route structure did not correspond very closely to the structure of opti-
mum passenger traffic. In the case of language data processing, the
lack of ¢lose correspondence is usually not obvious until the linguist
tries to modify his system and finds very little correspondence between
the magnitude of a linguistic modification and the magnitude of the
corresponding modification of the program or the magnitude of the effect
on machine running time.

Summarizing, our objective in general terms is to develop a
procedure for linguist-programmer communications which will enable
us to achieve the desired correspondence between li'n‘guistic and program
structure,

Lo 1, e x /

2.2.1.2 Preliminary Investigation. As a first step, the linguist

must make an explicit statement regarding:
1. The type of structures to be represented,
2. The manipulations to be performed on these structures,

3. The search strategy.
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This statement should not be a description of a particular recognition
scheme adapted to a particular language, but rather, should be suffi-
ciently general to be adaptable to any language. It is important to note
that the aim is not some absolute notion of maximum generality (a
Turing machine or a general-purpose computer or the axioms of set’
theory) but a restriction to just the generality needed for linguistic
description. If the statement is too general, part of the programming
will have to be done, in effect, by the linguist. If the statement is too
restricted, the linguist. will have lost some necessary descriptive
power.

Some preliminary work has already been done on parts (1) and
(3) of the linguistic statement. The work on part (3) is described in the
section of this report entitled Search Strategy. A description of the
work on part (1) is given below.

The basic type of structures considered thus far can best be
described as ambiguous trees. In the definition of a tree, a node has only
one node above (i.e., only one branch entering it) and any number of
nodes below (branches leaving it). An unambiguous sentence or one
particular interpretation of a syntactically ambiguous sentence can be
represented by such a tree. See, for example, Figure 2.2-1 which
illustrates the representation of a Russian sentence in terms of an
oversimplified grammar containing only four kinds of syntactic rela-
tions (P-predication, C-complementation, M-modification, J-conjunction).
The dotted lines in the figure connect pro-elements and their antecedents
but are not to be considered part of the tree (in fact, if they we.re, the
repreé’entation,would no longer be a tree). This particular example of
.se'ntence structure representation has some special features (such as
the way the J-nodes are used and the representation of functives)
which are not relevant to the present discus sidn. A more conventional

and extensive grammar of Russian is shown in Figure 2.2-2,

»
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Ambiguous sentences or ambiguities associated with partially
analyzed sentences could, in principle, be represented by a set of
trees, one tree for each interpretation., If this were done, it would
usually be observed that the various trees in the set had large parts in
common. In Russian, for example, a sentence with a relative clause
might be unambiguous except with respect to the noun modified by the
relative clause. Then, instead of having several complete trees, we
could describe the sentence by a main tree representing the sentence
minus the relative clause, and a second tree representing the relative
clause, with an appropriate indication that the relative clause tree can
be attached to the main tree at any one of several points. If the relative
clause contained an ambiguity within it, it in turn could usually be
represented as a main tree and a subtree without altering the remaining
part of the representation.

The space-saving achieved by the type of representation described
above is quite impressive. If a sentence contained ten independent ambi-
guities, more than 1000 complete trees would be required, while the
main tree-subtree method would require only 10 partial trees. More-
over, the space occupied by ‘the 10 partial trees plus the appropriate
indicators would not be much greater than the space occupied by a
single one of the 1000 complete trees.

Even more important than the space-saving is the fact that in
addition to representing the total ambiguity economically, the main-
tree-subtree method yields a manipulatable representation of what
might be called the structure of the ambiguity. This manipulatability
is essential for practical machine recognition of sentence structure.
During the process of recognition, temporary ambiguities associated
with partial analysis will continually arise and then be resolved as the
analysis proceeds. It is obvious that a representation in the form of a
set of complete trees would be hopelessly inadequate to handle this

situation.
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In the example of multiple ambiguity used above, the individual
ambiguities were independent. The situation is more complicated in
the case of dependent or conditional multiple ambiguities. Consider

the following representation: .

A
B C
Vd
\\ /
N /
\\ J/
N 7/
DV
E F
/
N\ /
\\ Y
N e
N 7
N /7
G\/
H I

There are two ambiguities here: node D can be attached either to B or
C, and node G can be attached e¢ither to E or F. The ambiguities are
called independent if D can be attached to B or C independently of

whether G is attached to E or F, and vice versa, They are called'
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dependent if the above representation is accompanied by conditions such
as; if D is attached to B then G must be attached to E and if D is attached
to C then G must be attached to F, or, possibly, if G 1s attached to E
then D may be attached to either B or C but if G is attached to F, then

D must be attached to B. Dependent ambiguities are very common in
natural language, and are usually much more complicated than this
simple example.

A housekeeping format has been developed for handling the infor-
mation associated with a node in an ambiguous tree (see Figure 2.2-3).
This information consists essentially of the possible nodes above, the
possible branches below, possible candidétes for each branch below, and
the dependencies or conditions which exist between nodes above and
branches below or between different branches below. The types of
conditions are indicated in Figure 2.2-3 by the symbols 1, a, B, v
with the following interpretation:

+ indicates required presence (occurrence) of some

spe‘cified constituent or grammatical feature.

- indicates required absence (nonoccurrence) of some

specified constituent or grammatical feature.

a indicates an agreement or concordance condition
B indicates a government condition
v indicates a word-order condition

The section in Figure 2.2-3 labeled Address (absolute or floating)
and Entry Number in State List are included for future use in connection
with part (2) of the linguistic statement. However, they cannot be dis-
cussed in detail here because part (2) has not yet been elaborated in

sufficient detail.
2,2.2 Search Strategy

2.2.1 Introduction, By search strategy we mean the types and the
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sequencing of the operations, manipulations, and intermediate repre-
sentations used in the process of machine recognition of sentence struc-
ture. If natural language sentences were unique syntactically (i.e., if
any given sentence contained sufficient grammatical constraints to per-
mit the assignment of only one structural description), search strategy
would be concerned mainly with economy. There would probably be
many adequate search strategies for any given language and perhaps
several general strategies applicable to any language. Even under such
relatively simple conditions, search strategies would net be simple,
and their experimental testing and evaluation, and theoretical investi-
gations of their properties, would be an important area of MT research.
The importance of such research becomés all the more apparent when
one considers the actual properties of natural language sentences and
the present state of linguistic theory applicable to language data
processing.
The essential features are;:
1. Syntactic ambiguity is a characteristic property of
natural Languagé sentences. There are many types of
ambiguity, and in any particular area of language data
processing one type may present more of a problem
than some other type. The degree of ambiguity varies
from sentence to sentence, and some sentences are
syntactically unique. However, -it is certainly not the
case that syntactic uniqueness is characteristic of
natural language and that syntactic ambiguity is a rare,
accidental, or abnormal phepomenon.
2, Theories, models, concepts, notions, etc., of sentence
structure come in all sizes, shapes, and colors. There
are many competing approaches (transformational,

phrase structures of various sorts; dependency, etc.)
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which differ widely among themselves not only in
specific details, but in methodology as well, and have
very little common ground on such questions as the
scope or domain of linguistic description and methods
for testing and evaluating proposed theories (compare,
for example, the situation in physics or chemistry where
questions regarding the domain of the science and
methods for evaluation of theo.ries were effectively
settled long ago and rarely occupy the attention of the
working scientist).

Existing grammars (i.e., application of a more or less
expliéit theory, model, or procedure to the detailed
description of particular languages) are very sketchy
and incomplete with respect to the demands of auto-
matic analysis of random text, and will continue to be
so for a long time to come. Ewen small gaps in the
grammar can lead to large gaps in the analysis of ran-
dom text. This is clear in the analogous case of an
automatic dictionary. If the dictionary has only a 5%
gap, i.e., 95% of the words in a text are in the diction-
ary, then, ignoring nonuniformities in distribution, if
the text consisted of sentences 20 words long, only 35%
of the sentences would be free of missing wbrds. Thus,
a 5% gap in the dictionary would lead to a 65% gap in
analyzable sentences. Actually, sentences with missing
words can be partially analyzed if there is sufficient
syntactic redundancy, and in the case of highly inflected
languages. such as Russian, part of the missing gram-
matical information can some.times' be supplied by

morphological analysis, However, such "emergency'
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procedures, while useful, are of limited effectiveness.
The fact remains that a relatively high degree of dic-
tionary coverage (probably at least 95%) is required as
a basis for syntactic analysis at the sentence level.
Incompleteness of grammatical description is to a
certain extent analogous to gaps in dictionary coverage
in that significant information is missing.

4. During the analysis of a sentence one must operate with
intermediate representations which have no explicit
counterparts in the traditional structural descriptions
of sentences. This is not a peculiarity of MT, but is
typical of the use of machines to perform tasks pre-
viously done by humans. Convenient machine pro-
cedures may not parallel the customary human
procedures. Even if the machine procedure is based
on the human procedure as a model, it is frequently
found that some of the corresponding human operations
are performed '"unconsciously' and must be made
""conscious' or explicit for the first time in order to
simulate them on a machine. In any event, whether a
search strategy is intended as a model of the human
procedure (a model of ;he~ hearer) or is based on other
considerations, it will require study of the properties
of structures and ambiguities associated with partially
analyzed sentences.

All four of the above items involve syntactic ambiguity. In item

}, it enters as an inherent characteristic of natural language. In items
2 and 3, it results from incompleteness of available grammars and
linguistic theories. In item 4, it is associated with representations of

partially analyzed sentences. Each of these sources of ambiguity can
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exist independently of the others. Some’ iinguists might object to item

1 and argue that syntactic ambiguity is not an inherent ch_a.ra.c,teristi;:

of natural language but only seems so because of the inadequacies of
available grammars. This is an important theoretical question but has
very little relevance to the present discussion of search strategiés
because the only immediate consequence of one or another answer to

the questions would be a relabeling of the source of a class of ambiguities.
The ambiguities would remain. Even if items 1, 2, and 3 were eliminated
in some way as sources of syntactic ambiguity, item 4 would remain as

a source of ambiguity (or perhaps it would then be called pseudo-
ambiguity). In any event, it is clear that one necessary component of a
search strategy is the capacity to handle syntactic ambiguity.

The position of automatic sentence structure determinations and
associated search strategies within the framework of linguistic theory
is an open question at present. Many (perhaps most) linguists consider
it to be either completely outside the domain of linguistics (a proérafn-
ming problem) or '"merely' an interesting application of linguistic
theories and procedures; i. e., if not for the demands of MT, IR ‘and
other areas of language data processing, it would be of very little or
no linguistic interest. On the other hand, Chomsky considers the
domain of linguistic theory to include automatic sentence structure
determination as an integral part, without reference to practical appli~
cations. So far, the only theoretical investigation in this area is

Matthew's analysis-by-synthesis recognition procedure.

2,2,2.2 Inadequacy of Current Classification of Search Strategies.

There are about as many search strategies at present as there are MT
projects. These strategies are variously described as left-to-right,
right-to-left, single-pass, multipass, iterative, top-to-bottom, bottom-

to-top, predictive, fulcrum, etc. However, none of these names

o
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describes a search strategy, but only one or another aspect of a search
strategy. Left-to-right and right-to-left describe the order in which an
input string is scanned. Single-pass, multipass, and iterative describe

the number of times an input string is scanned, Top-to-bottom and bottom-
to-top describe the order in which the various levels of the structural '
representation are determined. In top-to-bottom, the major components

of the sentence (subject, main verb, object) are identified before the

minor components (adjectivals, adverbials). In bottom-to-top, fragments
such as noun phrases, prepositional phrases, participial phrases, etc.,

are identified before their function at the sentence level is established.
Since these three aspects of a search strategy (order of scanning the

input string, number of scans, order of determination of the various

levels of the structural description) are at present considered more or

less independent of one another, describing a search strategy in terms of
only one of these aspects tells very little about it, especially since most

of the above-mentioned procedures are idealizations unattainable in practice.

2.2.2.3 Preliminary Attempt to Establish a Typology of Search

Strategies. Since, as indicated elsewhere, the currently accepted classi-

fication of search strategy is inadequate, the first step in search strategy
research must be an attempt to establish a meaningful typology of search
strategies based on essential rather than superficial features. Then, the
various types. and features can be compared and evaluated experimentally
with regard to areas of effec'tiveness, economy, generality, etc. These
experiments are simultaneously a test of the initial typology and selection
of essential features and they will provide motivation for modifications.

The classification presented below is intended to serve only as a
starting point for research and is expected to undergo more or less
radical revision and extension as the research progresses.

The three main criteria are:

1. number of passes required for a single interpretation
of a sentence '
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2. organization of the passes
3. order of construction of structural representaticn
Under point 1, we will have either one pass or many passes, i.e., only

two subclasses. The inclusion of single interpretation will avoid confusion

of strategies requiring more than one pass for unambiguous sentences with
strategies which require only one pass for unambiguous sentences and yield
one interpretation per pass for ambiguous sentences. Under point 2, we
will have:

a. an ordered set of passes which are passed through
only once for a single interpretation of a sentence.

b. an ordered set of passes which are passed through
more than once for a single interpretation of a sentence.

c. an unordered set of passes or an ordered set with loops,
the actual sequence of passes for a given sentence being
a function of the structure of that particular sentence.

Under point 3, we will have:

a. definite sequence of levels with the same order for
every sentence.

b. definite sequence of levels but order is a function of
sentence type.

c. simultaneous (several levels are constructed simul-
taneously).

Summarizing and assigning tentative names to some of the types, we

have the following:

Maia Class Subclaes Tentative Name,
1. Numbaer of passce a., one single pass
b. more than one plurat pass
2, Organization of the a. ordered set passed multipass
-passes through only once
b. ordered set passed lterative

through more than
once

€. unordered set or recursive
ordered but with

loops activated by

sentence under

analysis,

of structural
representation

. Order of conetruction- a. definite aequence,

same order for
all sequences

. definite sequence,

order a functdon
of sentence type

. eeveral levels

constructed
simultaneously

linear and ordered

Unear and unordered.

simultaneous
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2.2.3 Government Information

2,2.3.1 General Discussion The Russian Master Dictionary

extant at IBM Research contains a complete morphological specification
of Russian insofar as inflection is concerned and an operationally ade-
quate specification of derivation within Russian. This information
represents very basic data essential to subsequent automatic syntactic’
analysis. The next specification required is a complete or operationally
adequate spccification of Russian syntax, Whether an operationally
adequate syntactic specification which is less than complete is possible
will be determined by the development of the evolutionary program in
MT. Even an operationally adequate syntactic specification (or perhaps
particularly an operationally adequate syr'xtacti,c specification) requires
a very careful formulation of rules on the basis of avallable syntactlc
data in order to avoid the pitfalls of ad hoc rules. Only close and
exhaustive study of the data can achieve this result. These data are

all the syntactic relationships within and among sentences of the Russian
language. It is practically impossible to divide this universe of inves-
tigation into smaller and more manageable units because of the close
and critical nature of the interrelationship of the parts, but one body of
data can be gathered practically independently of the study involved.

This body of data is termed government in traditional linguistic parlance,

and in the traditional view of grammar it occupies the following position;

. Grammatical Relations \’

Coordination | Apposition
Subordination

4/ |

‘Government

Agreement ' Juxtaposition
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All of the above: g:ammaticai relations must be explicated in
terms of a much more powerful theory of grammar than that implied
by the labels above. In the area of government, for example, the gram-
matical essence of the entire sentence |
ON BORETS4 ZA SVOBODU SLOVA
(HE FIGHTS FOR“ THE FREEDOM OF SPEECH)
would have to be specified by an exact set of rules linking the structure
of this sentence with the structures of all other sentences in the language.
In this sentence the verb BORETS4 (FIGHTS) is said to govern the
prepositional phrase ZA SVOBODU (FOR THE FREEDOM). In addition,
_ the above sentence would have to be rigorously and exactly related to
the following sentence:
MY SLYWALI O EGO BOR6BE ZA SVOBODU SLOVA
(WE HEARD OF HIS FIGHT FOR THE FREEDOM OF SPEECH)
where the entire original sentence has been transformed into a noun
phrase with a related verbal noun BOR6BE (FIGHT) exhibiting the same
government characteristics as its verb BORETS4. Obviously, such
formulations are dependent on intensive study of extensive data.
These two tasks -- study of data and the compilation of data --
are certainly closely related. It is easy to claim that data gathering
has enough of a priority over data investigation to justify pursuance of
the former at least simultaneously with the latter. The problem is to
determine whether study and compilati'o’n are so closely related that they
must be carried out simultancously or that the priority of study is man-
datory because of the ill-defined nature of the data. In other words, can
the domain of the data be delimited either accurately or broadly enough
so that an extensive compilation progr'am can be instituted with reasonable
assurance that whole segments of the data need not be rerviewéd (s
Study of this problem at IBM Research indicates that the data

base can be made sufficiently broad enough within reason to permit
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wholesale compilation of grammatical data which can be loosely termed
government, The succeeding paragraphs will be devoted to a presen-
tation and discussion of what material may be subsumed under the label
of government and what other grammatical data may be implied by, aﬁd
included in, a study of government.

The discussion of government will be outlined in more or less
the traditional terms of Soviet Russian grammars which were drawn
upon heavily in the initial studies conducted on the data base. Features
of government are characteristic of verbs, nouns, and adjectives. For

all three parts of speech, government may be subdivided as follows:

Government
Direct Prepositional
X e p )
Strong Weak Strong Weak

These various aspects or putative aspects of government as traditionally
conceived may be exemplified by verbal government in the following
single sentence:

XITROST6H ON ZAXVATIL RYBU ZA JABRY V PRUDU.
(HE SEIZED THE FISH BY THE GILLS WITH CUNNING IN THE POND),
where strong direct government is represented by the noun RYBU (FISH)
in the accusative case, where weak direct government is represented by
the noun XITROST6H (CUNNING) in the instrumental case, where strong
prepositional government is represented by the prepositional phrase
ZA JABRY (BY THE GILLS), and where weak prepositional government
is represented by the prepositional phrase V PRUDU (IN THE POND).
In the distinctions drawn above the label "strong' seems to denote a
grammatical element of central importance to the verb of the sentence
while the label '"weak'' seerns to denote a grammatical element that is
marginal, casual or adventitious in the sentence. Admittedly, however,
these labels have been intuitively applied; and it remains for rigorous

grammatical formulation to specify the real basis or bases for the
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distinction. The following paragraphs will list further examples of

these types of government for verbs, nouns, and adjectives.

2.2.3.2 Verbal Government, By far the richest and undoubtedly

the basic government patterns are to be found among the verbs. Once
real progress has been made in the study of verbal government in terms
of entire sentences and their interrelationships in Russian, "then the way
will be cleared to a clarification 6f nominal and adjectival goverr;ment.
Additional examples of verbal government appear below with the
governed structures underlined in both Russian and English. These
examples should serve to illustrate amply the varied structures that
may be governed and the amount of study necessary to fit them into a
theory of Russian grammar.

ON ZAVISIT OT MEN4 (prep. phrase) POMO56H (noun-instr, ).

(HE DEPENDS ON ME FOR HELP. ) ‘

ONI VYPUSTILI EGO (noun-accus. ) KANDIDATOM (noun-instr. )
(THEY PROMOTED HIM AS A CANDIDATE. ) '
ON VYRASTAET UMOM (Noun-instr. ).

(HE IS MATURING IN MIND. )

KOMMUNIZM GROZIT NAM (noun-dative).
(COMMUNISM THREATENS US.)

DETI DVIGAHT RUKAMI (noun-instr. ).
(THE CHILDREN ARE MOVING THEIR ARMS, )

ON DOSTAL EMU (noun-dative) DO PLECA (prep. phrase),
(HE REACHED UP TO HIS SHOU LDER, )

"3TA DOROGA DOVODIT DO GORODA (prep. phrase) LESOM (noun-instr. ).
(THIS ROAD LEADS AS FAR AS THE TOWN BY WAY OF THE FOREST).

LT




89.
4 ZVONH MONETAMI (noun-instr. ).

(I AM JINGLING COINS. )

ON ZAIIVA1S4 SOLOV6EM (noun-instr. ).
(HE BURST INTO SONG LIKE A NIGHTINGALE, )

GLUBINA OZERA ZAMER4ETS4 MES4QAMI (noun-instr. ).,
(THE DEPTH OF THE LAKE IS MEASURED MONTH IN AND MONTH OUT., )
DVER6 ZAKRYVALAS6 PERVOL (adj. -instr. )

(THE DOOR WAS CLOSED FIRST, )
SOBAKA ZAPUTALAS6 NOGAMI (noun-instr.) V SET6 (prep. phrase).
(THE DOG GOT HIS FEET CAUGHT IN THE NET, )

In the examples above, the frequent and varied use of the instru-
mental case is to be noted. The frequency and variety of instrumental
usages poses a severe problem not only for subsequent study of this
case but also for gathering sufficient information in a compilation effort
of real magnitude. Solution of this problem will necessitate at least a
semantic classification of instrumental types with an accompanying
test set of nouns to be put into the instrumental singular or plural and
matched against each verb. The last four sentences above underscore
another extremely important study area and data-gathering area among
the verbs, This is the area defined by the reflexive verbs in Russian.
This is an important area of investigation, for reflexive verbs are
related in fundamental and varied ways to their corresponding non-
reflexive forms. In addition, at times these reflexive verbs display
government patterns seemingly unpredictable in terms of those belonging
to their non-reflexive counterparts. Because of its fundamental impor-
tance and complexity, the subject of reflexive verbs will be discussed in
some detail at the end of this section on verbal government.

Closely connected with direct government is the u‘sé.»ge, of certain

verbs with infinitives and CTOQ-clauses (that-clauses). In the case of
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infinitives the infinitival phrase seems to be the transform of another
sentence. For example, in the sentence:

ON GROZITS4 . PRIITI V GOSTL

(HE THREATENS TO COME VISITING, )
the infinitival phrase PRI1TI V GOSTI] would seem to represent a trans-
form of the sentence:

ON PRIDET V GOS’I“I.

(HE WILL COME VISITING. )

Note that in this case the transformed sentence shares the subject with
the main verb. Likewise, in the sentence:

ONA SKAZA LA MNE SEST6 NA STU L.

(SHE TOLD ME TO SIT IN THE CHAIR. )
the infinitival phrase SEST6 NA STUL would seem to be a tranaform of
the following sentence: -

4 S4DU NA STUL

(I WILL SIT IN THE CHAIR, )

Note that in this latter case the transformed sentence does not share
the subject with the principal verb.

CTO-clauses, on the other hand, are transforms of complete
sentences in which the entire sentence becomes the direct object of. the
principal verb and the transformed sentence undergoes no permutation..
For example, in the sentence

ONI SKAZALI CTO ON BUDET BOLEN

(THEY SAID THAT HE WOULD BE SICK. )
the stretch CTO ON BUDET BOLEN is the direct object of the verb
SKAZALX and consists of the. subordinating conjunction CTO plus the
independent sentence,

ON BUDET BOLEN

(HE WILL BE SICK. ).

It is to be noted that the original sentence during transformation has not

changed at all whereas the corresponding English sentence has undergone
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a change in accordance with the sequence-of-tense rules operative in
English. Another example is to be found in the following sentence:

ON DOKAJET, CTO 4 BYL VINOVAT,

(HE WILL PROVE THAT I WAS GUILTY,)
where the subordinate clause introduced by CTO is again the direct object
of the main verb and where the sentence of the subordinate clause has
been transformed unchanged.

Obviously, these data must be encompassed by a compilation
effort and are, in fact, much more easily accounted for than manifes-
tations of weak government as outlined under direct and prepositional

government above,

2.2.3.3 Reflexive Verbs, As previously stated, the importance of

reflexive verbs in any data-gathering operation such as that in prepara-
tion at IBM Research is not to be overlqoked. The category of
reflexivity in the Russian language has long commanded the attention
of grammarians and linguists. Reflexivity, as a category involving the
relationships between the subject and object of an action, is properly
a category of voice. Undoubtedly, the most succinct characterization
of the semantic content of this grammatical category has been made by
Roman Jakobson ~who dichotomizes the category into reflexive versus
non-reflexive and states that the reflexive restricts pafticipatioﬁ in the
narrated event, while the non-reflexive says nothing about restriction
of pal'-ticipa,tion; If the non-reflexive verb is transitive with two par-
ticipants in the narrated event, one of them is eliminated by the
reflexive, Thus, the sentence

SOLDATY ZASISAHT KREPOST6

(THE SOLDIERS DEFEND THE FORTRESS. )
yields, when the reflexive particle is added, either

SOLDATY ZAS5I5AHTS4

(THE SOLDIERS DEFEND THEMSE LVES, )

See Jakobson, Roman; Shifters, Verbal Categories, and the Russian
Verb. 1957 Publication of Russian Language Project, Harvard University,
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or
KREPOQOST6 ZASI5AETS4
(THE FORTRESS IS BEING DEFENDED. )
If the non-reflexive verb is intransitive, the grammatical subject may
be excluded or the sphere of action may be restricted. For example,
the sentence
ON XOROWO JIVET
(HE LIVES WELL.)
may yleld the impersonal reflexive
XOROWO JIVETS4
(ONE LIVES WELL )
And, furthermofe, the sentence
ON STUCIT
(HE IS POUNDING, )
becomes particularized upon addition of the reflexive particle to give
ON STUCITS4
(HE IS KNOCKING TO BE ADMITTED, )

In any rigorous formulation -of Russian grammays, envisioned
elsewhere in this report and expected to lead to a truly explanatory
grammar of Russian, the practically all-pervasive category of
reflexivity will play a very important role and must be exhaustively
investigated. It seems expedient at this stage of the work merely to
outline the broad semantic usages of the reflexive voice so that all
verbs encountered can be preliminarily classified for subsequent study.
Accordingly, the following outline of reflexive usages is presented as
a discussion guide to be followed by grarr;mariana collecting data for
grammatical study and impfovement of Russian-English machine

trans la.t_ionr.




a. Reflexives Proper

General: The agent of the action is at the same time its object. The
action is not directed to an outside object but rather
"returns' to the agent. The particle '-S4'" is generally

equal to the reflexive pronoun SEB4.

The meaning of reflexivity is clearest when the verb is used in
its non-reflexive form with SEB4 as its direct object. Within present
norms of the Russian language such constructions are not always inter-
changeable. However, their ,similaritly is strongly felt. Note the
following examples:

ON PRIKRYL SEB4 ODE4LOM and ON PRIKRY 1S4 ODE4LOM

(HE COVERED HIMSELF WITH A BLANKET. )

JENSINY CASTO RASSTRAIVAHT SEB4 PONAPRASNU and

JENSINY CASTO RASSTRAIVAHTS4 PONAPRASNU

(WOMEN OFTEN BECOME DISTRESSED UNNECESSARILY).
It may, in fact, be argued that in the last example the second sentence
has strong overtones of what will be diécussed later as generally
reflexive meaning.

Within the reflexive forms of the verb the meaning is clearest
with verbs denoting the action directed at the body of the agent who

must be described by an animate noun.

UMYVAT654 (WASH ONESELF)
PUDRIT6S54 (POWDER ONESELF)
KUTAT6S4 (BUNDLE ONESE LF)

are some of the verbs which fall into this category.,
The above meaning is somewhat weakened when the action is
directed at the person of the agent:
ZASISAT6S4 (DEFEND ONESELF)
OPRAVDYVAT6S4 (JUSTIFY ONESELF)
SDERJIVAT654 (RESTRAIN ONESELF)
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The majority of the properly reflexive verbs; especially in
their non-reflexive forms fall into the category of '"concrete action’
verbs as described in the traditional grammar. *

Some of the '"'non-concrete'' action verbs, although close to the
meaning of reflexives should be classified under the category of gen-
erally reflexive verbs. Thus, in the case of such verbs as

OSVEJIT 654 (FRESHEN UP),

UTOMIT6S4 (GROW TIRED),

POZABAVIT6S4 (AMUSE ONESE LF)
and some others, itis really difficult to argue that they can be replaced
by their non-reflexive form and SEB4, since what is implied is a transi-
tion from one state to another and not any specific action. Generally,
the distinction here may be drawn between perfective and imperfective
forms of the verbs. While thé perfectives may be called reflexives
in some marginal cases, the imperfective forms should, it seems, be
classed as generally reflexdve, |

Among properly reflexive verbs, perfective forms should be
translated actively irrespective of their subject. Imperfective verbs
appearing with animate subjects should be translated actively as well.
If, however, they combine with an inanimate subject, they become

passively reflexive and should be translated passively.
b. Reciprocally Reflexive Verbs

General: This group unites verbs which describe an action taking
place between two or more agents or groups of agents.

The meaning of the particle ''-S4' is equivalent to:

% In the present analysis, the distinction between ''concrete' and ''non-
concrete'' action verbs is decided solely by the ability to combine with

a group of adverbs ot degree: OCEN6 (VERY), CUT6-CUT6 (A LITTLE),

SLIWKOM (EXCESSIVELY) and some others.
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DRUG DRUGA or ODIN DRUGOGO (ONE ANOTHER),
[T O SOLDATY VSTRECAHTS4 = SOLDATY
VSTRECAHT ODIN DRUGOGO

In their non-reflexive forms, where these are possgible*, the
above verbs require an object which is capable of the same actlon as
the subject:

DEVUWKA QEILUET MAT6 (THE GIRL KISSES HER MOTHER)
where the reverse is also possible.

MAT6 QEWET DEVUWKU (THE MOTHER KISSES THE GIRL).

The meaning of a reciprocal action is clearest when the agent of
the action appearing as the subject is grammatically connected to the
other agent by means of the preposition ''S'" governing the instrumental:

DEVUWKA QELUETS4 S MATER6H

(THE GIRL AND HER MOTHER ARE KISSING ONE ANOTHER. )

SOLDATY VSTRETILIS6 S LETCIKAMI

(SOLDIERS MET WITH THE PILOTS. ).
It should be noted that whife this construction is optional when at least
one of the agents is in the plural, it is obligatory when both are in the
singular.

The above construction with '"S" may with some verbs introduce

the meaning of a mutual action:

OB7EDIN4T 654 (UNITE).
WEPTAT6S4 (WHISPER TO ONE ANOTHER),
SSORIT6S4 (QUARREL)

and some others.

* Note that the relationship between the reflexive and non-reflexive
form is frequently complicated (SOVETOVAT654 - TO CONSULT,
PEREPISYVAT6S4 - TO CORRESPOND WITH SOMEONE)
or lost (RASXODIT6S4 - TO DISPERSE, SOREVNOVAT6S4 - TO
COMPETE).

Further, there are some non-reflexive verbs with reciprocal
meaning: BESEDOVAT6 (TO CONVERSE), SPORITé6 - (TO ARGUE)
DRUJIT6 - (TO BE FRIENDS WITH SOMEONE),




At present, however, this distinction is not very significant for
machine translation.

A variant of the preceding is represented by some of the intransi-
tive verbs of motion which can combine with the prefixes RAZ- and S-
and the particle "-S54, "

SXODITé654 (COME TOGETHER)

RAZBRESTIS6 (WANDER APART)

Some of the other reflexive verbs formed by prefixation are discussed
elsewhere (see (f) below),

As is true of properly reflexive verbs, most.reciprocally
reflexive verbs are used with animate subjects. Passivity is not
apparent in cases where the inanimate subject is found. . It should be
noted also that the meaning of many of imperfective reciprocal verbs
tends to approach that of active objectless verbs (see (d) below).

In general, the translation should be active for both perfective
and imperfective forms. '

Some problems arise in regard to generalized statements like

TAKIE LHDI REDKO VSTRECAHTS4
where the ambiguity between

SUCH PEOP LE SELDOM MEET
and

SUCH PEOPLE ARE SEILDOM MET
would have to be resolved by context and thorough study of the problem.
The same is true of the meaning of instrumental constructions which
would have to be studied in conjunction with currently proposed research

into the grammar of Russian.
c. Passive Reflexives

General: Passive reflexives are found in constructions where the

grammatical subject is the object of the action and the
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agent of the same action is expressed by the grammatical
object in the instrumental case,
KUXARKA GOTOVIT OBED ~- OBED GOTOVITS4 KUXARKOl
{THE COOK PREPARES THE DINNER -- THE DINNER IS
BEING PREPARED BY THE CCOK, ).
The passive meaning is clearest when the reflexive verb is in
its imperfective form and is initially derived from a directly-transitive
verb, Of the obliquely transitive verbs only thosé that govern the

instrumental case

KOMANDOVAT6 (TO COMMAND);
UPRAVIAT6 (TO GOVERN, DIRECT).
DIRIJIROVAT6 (TO CONDUCT )

and others can function in a similar capacity.

Subject to restrictions to be worked out in the planned intensive
study of Russian grammar, such constructions, e‘speci"ally when they
appear with inanimate subjects, are to be translated passively,

Obliquely-transitive imperfective verbs with the exception of
those governing through the instrumental case, and all transitive
perfective verbs, especially when they appear with an inanimate subject,
are unlikely to have reflexive forms of the verb used to express passivity
and would instead be used with passive participial constructions.

While the perfective passive reflexives are a moot issue, the
only recognized exception to the restrictions formulated above are
cases of transition from one state to another and are expressed with
the additional qualification that such transition occurs 'independent of
the will of the agent':

KOMNATA OSVETILAS6 TAINSTVENNYM SVETOM

(THE ROOM BECAME ILLUMINATED BY A MYSTERIOUS LIGHT

POIL4 POKRYLIS6 SNEGOM
(FIE LDS BECAME COVERED WITH SNOW)
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LES OKUTA LS4 TUMAN OM
(THE FOREST BECAME ENVELOPED BY FOG.).

It should be emphasized again that should even such a framework be
accepted any final formulation would have to resort to a much more
rigid definition of criteria for judgments.

Any mixed case of. criteria stated above should be decided in
favor of the imperfective or accusative. Thus the verbs which are
both perfective and imperfective should be treated as imper‘fectixve
and verbs which have '"double' government, if they have the accusative
government as one of the possibilities, -~ as directly transitive.

In many instances, passive reflexives, when used without the
grammatical object in the instrumental, tend to approach the meaning
of generally reflexive verbs. Thus:

NOVYE GRANATY VZRYVAHTS4 MED LENNO OSOBYM
DETONATOROM ’

(NEW GRENADES ARE EXP LODED SLOWLY BY A SPECIAL
DETONATOR. ).

However, this sentence without the indirect object "OSOBYM
DETONATOROM" (SPECIAL DETONATOR) becomes ambiguous and
suggests the range of changes possible in transition from the passively
reflexive to generally reflexive:

NOVYE GRANATY VZRYVAHTS4 MED LENNO

a. NEW GRENADES EXPLODE SLOWLY

b. NEW GRENADES ARE EXPLODED SLOWLY

The clarity of passive meaning depends on the subject; and hence,
as a rule, passive meanings are better expressed when the subject is
inanimate because only all animate being can be both a subject and the
object of an action. Hence, in many instances, especially where both
the subject and the object of the action are equally capable of performing

it, the passive meaning is obscured and is at least stylistically impossible
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and, sometimes, the meaning is outright ambiguous. One example of
this may be the following*: Thﬁs if
REBENOK ODEVAETS4 N4NEl
could be understood as basically meaning that
' "THE CHILD IS BEING DRESSED BY.A NURSE"
and not that
"THE CHILD IS DRESSING ITSELF AS A NURSE"
the ambiguity in the sentence ’
SOLDAT ODEVAETS4 MONAXOM
(THE SOLDIER IS BEING DRESSED BY A MONK)
or
(SOLDIER DRESSED HIMSELF AS A MONK)
is even more apparent. If in the same constructions the verb is perfective
and is used in the past tense, the passive meaning is not felt
REBENOK ODELS4 N4NE1l, S50OLDAT ODELS4 MONAXOM.
Finally, in the participial form the meanings are differentiated completely:
REBENOK ODEVAEMY1 N4NE! |
(THE CHILD WHO IS BEING DRESSED BY A NURSE)
and
SOLDAT ODEVAH5I154 MONAXOM
(SOLDIER WHO DRESSES HIMSE LF. AS A MONK)

What needs to be pointed out then is that although there are some
morphological markers for the passive meahing, there are syntactic
and semantic problems which 1nte‘rm'ingle: and influence passive con-

structions with reflexive verbs.
d. Generally Reflexive Verbs

General: This group of verbs is formed from transitive non-reflexive

verbs and is characterized by the weakened tie of the action

* Note the variations occurring with inanimate; indirect objects.




to its object and a concentrated emphasis upon the

agent of the action. The feature which distinguishes

the generally reflexives is that these verbs cannot be

replaced by non-reflexive forms. E.g.,

ON VOLNUET MAT6 (HE UPSETS (HIS) MOTHER)
but ON VOLNUETS4 (HE IS UPSET)

ON VOSXISAET VSEX SVOIMI SPOSOBNOST4MI
(HE DELIGHTS EVERYONE WITH HIS ABILITIES. )

by ON VOSXI5AETS4 SVOIMI SPOSOBNOST4MI
(HE IS DELIGHTED BY HIS ABILITIES. ).

The above definitions most clearly apply to verbs denoting
"physical or mental conditions'' of the agent -~ in this case ANIMATE

‘'SUBJECT. However, corresponding non-reflexive forms can combine

with both animate and inanimate nouns.

Hence; the passive meaning is impossible here because the
agent himself is "engulfed' by the action.

The point is clear if one compares the following list:

RADOVATé6 RADOVAT6S4
(MAKE SOMEONE G LAD) (BE GLAD)

VOLNOVATé VOLNOVAT6S4
(AGITATE) BE AGITATED

( BE IN AGITATION )

VESE LIT6 VESE LIT6S4
(CHEER) (ENJOY ONESE LF)
UDIVIAT6 UDIV1AT654
(ASTONISH) (BE ASTONISHED)
PECALIT6 PECALIT6S4
(SADDEN, GRIEVE) (BE SAD, GRIEVE)
SERDIT6 SERDIT6S4

(ANGER) (BE ANGRY)




VOSXI5AT6
(DE LIGHT)

STRAWIT6
(FRIGHTEN)

BESPOKOIT6
(DISTURB)

UTEWATS6
(CONSOLE)

PODCIN4T6
(SUBORDINATE)

TOROPIT6
(HURRY)

TREVOJIT6
(UPSET, DISTURB)

USPOKAIVAT6
(CALM)

UDIVIAT6
{(ASTONISH)

ZLIT6
(ANGER)

TEWIT6
(AMUSE)

INTERESOVAT6
(INTEREST)

VOZBUJDATé6
(EXCITE)

POKOR4Té6
(SUBJUGATE, SUBDUE)

ZABAVIAT6
(ENTERTAIN)

VOSXI5A T6S4
(BE DE LIGHTED/ADMIRE)

STRAWIT6S4
(BE FRIGHTENED)

BESPOKOIT654
(BE DISTURBED)

UTEWAT6S4
(BE CONSOLED)

FODCIN4T6S54
(BE SUBORDINATED)

TOROPIT6S4
(HURRY, BEING IN A HURRY)

TREVOJIT6S54
(BE UPSET, -DISTURBED)

USPOKAIVAT6S54
(BECOME CA LM)

UDIVIA4AT6S4
(BE ASTONISHED)

ZLIT6S4
(BE ANGERED)

TEWIT654
(AMUSE ONESELF)

INTERESOVAT6S4
(BE INTERESTED)

VOZBUJDAT6S4
(BE EXCITED)

POKOR4T654
(RESIGN ONESE LF/SUBMIT)

ZABAVIAT6S4
(BE ENTERTAINED)

101,
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The meaning of verbs described above is less apparent in the

group of verbs describing changes in the state or position of the agent,.

These changes occur.in space and hence are more perceptible visually:-

IZMEN4T6
(CHANGE)

DVIGATé6
(MOVE)

NAGIBA T6 !
(BEND)

RAZVIVAT6 2
(DEVELOP)

UVELICIVAT6
(INCREASE)

UXUDWATS6
(WORSEN),

OSTANAVLIVATS6
(STOP)

ZAMEDIAT6
(SLOW DOWN)

IZMEN4T6S4
(CHANGE/BE CHANGED)

DVIGAT6S4 <.
(MOVE/BE MOVED)

NAGIBA T6S4
(BEND/BE BENT)

RAZVIVAT6S4
(BE DEVE LOPED/DEVE LOP)

UVE LICIVAT6S4
(BE INCREASED)

UXUDWAT654
(WORSEN, DETERIORATE)

OSTANAVLIVAT654
(BE STOPPED/STOP)

ZAMED LAT6S4
(SLOW DOWN/BE SLOWED DOWN)

Thus, the action expressed by the transitive verb reverts back to the

subject which could be both animate and inanimate.

The influence of

the animate-inanimate subject is less significant here than the presence

of an indirect object in the instrumental which seems at this time the

only marker of a passive translation.

A subcategory of the above is the relatively small group of verbs

denoting beginning, continuation, or termination of a phenomenon or

action,

govern infinitives.

Only inanimate subjects are possible.

This group is marked in its non-reflexive form by the ability to

Passive
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translations are possible only when there is an instrumental construction:

REAKQI4 PREKRASAETS4 VVEDENIEM KISLORODA

(THE REACTION IS STOPPED BY THE INTRODUCTION OF
OXYGEN. ).

Some of these verbs are:

NACINAT6S4 (TO START),
PRODOLJAT6S4 (TO CONTINUE),
KONCAT6S4 (TO STOP),
PREKRA5AT6S4 (TO STOP),
ZAVERWAT6S4 (TO TERMINATE).

A possible subgroup to verbs denoting change in state or position
consists of verbs d.enoting processes and qualities of objects. These
verbs are possible only with inanimate subjects:

PRODUKTIVNOST6 TRUDA POVYWAETS4

(LABOR PRODUCTIVITY IS INCREASING);

PROIZVODSTVO CUGUNA RASWIR4ETS4
(PIG IRON PRODUCTION IS EXPANDING);

PIVO PENITS4
(BEER FOAMS);

STEKLO B6ETS4
(GLASS BREAKS);

PRUJINA SJIMAETS4
(A SPRING CONTRACTS);

ODEJDA IZNAWIVAETS4
(CLOTHING WEARS OUT);

451K VYDVIGAETS4
(THE DRAWER COMES OUT), etc.
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Addition of the object in the instrumental renders these verbs
passively reflexive (see (c) above). |

In traditional grammars, verbs listed in this subgroup are
generally singled out as expressing ''qualitative-passive meaning, "

For machine translation purposes it is likely that the classification of
generally reflexive verbs would have to be consolidated; however, for
clarity of presentation ano;i continuity the present classification seems the
most efficient expedient.

Yet another variant of the previous subgroups is the verbs which
are sometimes labeled as "active objectless verbs.!'" The meaning
expressed by the non-reflexive form is the same as that of the reflexive
form except that the meaning of the latter is intensively manifested and
is thought of as characteristic of the subject which is limited almost.
entirely to plant and Aanimal nouns:

SOBAKA KUSAET LHDEl — SOBAKA KUSAE;I‘S4

(THE 'DOG BITES PEOPLE) — (THE DOG BITES)

KRAPIVA JJET KOJU —~  KRAPIVA JJETS4
(THE NETTLE BURNS —~  (THE NETTLE BURNS)
THE SKIN)

KOROVA BODAET DETEl — KOROVA BODAETS4

(THE COW BUTTS — (THE COW BUTTS)

CHILDREN)

While the verbs in the above two groups are similar in some
respects, there are some significant differences especially in the
relationship the two have with their respective non-reflexive forms.
Whereas in the first groups the meaning of the reflexive form is
different, it is not the case with verbs described in this section.
Finally, the meaning of the verbs in both categories are possible only
in the imperfective aspect. Verb.s in the second group do not have a
perfective counterpart while the other verbs can have it in some cases

of reflexive forms and in nearly all cases of non-reflexive forms.
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The idea of intensity of the action expressed by the reflexive
form is carried on in the "obliquely reflexive'* meanings. The differ-
ence between the reflexives and non-reflexives of such verbs is that in
the former the agent is in fact also the indirect object of the source
action which is"performed for him in his interest. Most frequently
the subject is animate but inanimate subjects are also possible. When
an object in the instrumental occurs with an animate subject, the
translation should not be passive:

MY ZAPAS1IS6 DEN6GAMI

(WE HAVE PROVIDED OURSELVES WITH MONEY),

SOBIRAT6S4 V DOROGU
(FREPARE ONESELF FOR A TRIP),

RAZDOBYT6S4
" (PROCURE),

STROIT654
(BUILD FOR ONESELF),

A so-called intensively-reflexive meaning is found in some verbs
which can be formed from obliquely transitive and intransitive non-
reflexive forms., Both the reflexive and non-reflexive meanings coincide

lexically and can occur only with animate subjects.

STUCATS6 (S4) (KNOCK)

QELIT6 (S4) (AIM).

ZVONIT6 (S4) (RING),
XVATSTAT6 (S4) (BOAST),
GROZIT6 (S4) (THREATEN) etc.

The action concentrates within the agent to the extent that it
attracts outside attention. Addition of the prefix DO- adds the meaning

of resultativeness of such an action.
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Close to the meaning of verbs discussed just above is the
group‘ of intransitive verbs in -ET6 which describe visually perceptible
changes in the outward appearance of the object -- most frequently color,
Non-reflexive forms of such verbs usually have two meanings: to stand
out by the color, or becor.ne of a certain color. Addition of the particle
'"S4'' emphasizes precisely the first of the two meanings given. Both
the lexical meanings and the subject in the reflexive and non-refléxive
forms, are the same,

VDALI CERNEET KUST - VDA LI CERNEETS4 KUST

(A BUSH LOOMS BLACK IN THE DISTANCE,)

This category labeled by Vinogradov as ''passive manifestation of an

outward characteristic' includes among others such verbs as:

BELET6S54 (APPEAR WHITE),
ZE LENET6S4 (AFPEAR GREEN),
TLET6S4 (SMOLDER), etc.

The last group of verbs which may be classed here are the
middle-passive reflexive verbs. The reason for including it at this
point lay largely in outward resemblanceés to some features of verbs
to be discussed in the next section: reflexive verbs with impersonal
meanings.

In the case of middle passive reflexive verbs, the object of an
action is represented as its grammatical subject and the agent of the
action is an indirect object toward which the action is directed. This
indirect object occurs only with personal verbs. The relationship
between the reflexive and non-reflexive constructions is seen from the

following examples:

DOMA ON PRIPOMNIL VSE — DOMA EMU VSE PRIPOMNILOS6

(AT HOME HE RECALLED ~—~ (AT HOME "EVERYTHING

EVERYTHING) RECALLED ITSELF TO HIM"
AT HOME IT ALL CAME. BACK
TO HIM)
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(THEIR FACES "PRESENT THEMSE LVES TO HIM' AT NIGHT)

in comparison to

ON PREDSTAVL4ET (SEBE) IX LIQA‘PO' NOCAM

(HE SEES THEIR FACES AT NIGHT )

The correspondence between the reflexive - non-reflexive forms

is not always easily derived and this category merges with impersonal

reflexive verbs.

Ceneral:

Impersonal Reflexive Verbs

When a reflexive verb is used impersonally, the agent
of the action appears as the object of the same action
toward which this action is directed. There is an
implication made in traditional grammars that such
actions take place independent of the will of the agent
while the non-reflexive forms express actions which
are dependent on the will of the agent. The usage is
limited to the 3rd person singular and to the neuter in
the past.

NOC6H BOLHNOl SPAL XOROWO -- NOC6H BOL6NOMU
XOROWO SFPALOS6

(AT NIGHT THE PATIENT (AT NIGHT THE PATIENT

SLEPT WELL) COULD SLEEP WELL)

VCERA 4 RABOTAL —~ VCERA MNE RABOTA LOS6

(YESTERDAY I WORKED) (YESTERDAY I FELT LIKE
WORKING)

SOLDAT SILONO PROMERZ NA MOROZE — SOLDATU
PROMERZ LOS6.NA
MOROZE

(THE SOLDIER FROZE VERY MUCH IN THE COLD)
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It is necessary to single out first of all a group of impersonal
reflexive verbs describing natural phenomena SMERKALOS6,
STEMNE LOS6, etc. which froquently do not have non-reflexive pairs.

The bulk of impersonal reflexive verbs are formed from
intransitives and absolute forms of transitive verbs. The object is in ‘
the dative when it does appear.

EMU NE SIDITS4

(HE DOES NOT FEEL LIKE SITTING). ..

This category of verbs and their translation can be worked out
after the results of currently proposed analysis and carefui study of
impersonal sentences in Russian are available. Generally, the following
suggestions can'be advanced for practical application: .

1. If the impersonal verb is preceded (or succeeded in the V

immediate vicinity) by a pronoun or a noun in the dative
and it is followed by:

a., an adverb or adverbial modifier or an infinitive, the
Russian dative should be translated as the English
nominative and the verb given appropriate active
translation.

VCERA NAM XOROWO SPALOSé
({YESTERDAY WE SLEPT WELL)

b. If none of the words is mentioned in '"a' above, the
dative should still be translated as nominative, followed
by the phrase 'feel like'' plus the English present
participle of the Russian verb.

MOLODOMU NE SIDITS4.
(THE YOUNG MAN DOES NOT FEEL LIKE SITTING)

An exception to the above are some verbs which have to be

translated into English by "IT...":
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MNE KAJETS4, CTO... IT SEEMS TO ME THAT,...
OKAZA1OS6, CTO ... IT TURNED OUT THAT,.,..

2. If there is no antecedent dative, the translation could
be "ONE" followed by the 3rd person singular in fhe
appropriate tense.
ZDES6 VOIANO DYWITS4 -- ONE BREATHES FREELY
HERE

f. Compound Reflexive Forms

General: A number of reflexive verbs are derived by simultaneous
addition of the particle '"S4' and some prefix, One
instance is the verbs discussed under (b) above. Most
of the other verbs express fullness of the action with
various additional meanings. The study of these verbs
appears best suited in conjunction with the study of

prefixation.
g- Verbs Not Used Without ''-S4"

General: In this class appear verbs without non-reflexive counter-
parts. Only a few (approximately a thousand) verbs are
used exclusively in reflexive forms. Some examples
are:

SME4T6S4 -- TO LAUGH, ULYBAT6S4 -- TO SMILE

2,2,3.4 Nominal Government. Nominal government is closely linked

to that of verbal government, especially in cases where the noun is a
verbal noun and noun plus governed elements are a nominalization of
verb plus governed fevlements.g As in verbal government, one may
distinguish in traditional terms between direct and prepositional govern«
ment. Further, we may distinguish between inherent and derivational
nominal government, as well as between strong and weak government.
Diagrammatically these relationships can be portrayed as shown in

Figure 2, 2-4.
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The distinction between derived and inherent government has
been made to account in a rough way for the apparent priority of verbal
and adjectival government. Thus, nominal expressions llke VERA V
PROGRESS (FAITH IN PROGRESS) and STREM LENIE K USPEXU
(STRIVING FOR SUCCESS) are clearly to'be derived irom the verbal
sentence units VERIT6 V PROGRESS (TO BELIEVE IN PROGRESS) and
STREMIT6S4 K USPEXU (TO STRIVE FOR SUCCESS) whereas nominal
expressions like STAKAN CAH (GLASS OF TEA), DEVUSHKA S KOSO1
(GIRL WITH A BRAID), SOLDAT V WINELI (SOLDIER IN A GREAT
COAT) are apparently not derived from verbal sentex;ce units and are
classed here as inherent. Nominal expreséions derived from adjecti_ves
may be exemplified by NEDOVOL6STVO DRUGOM (DISSATISFACTION
WITH A FRIEND) and RAZOCAROVANNOST6 V JIZNI (DISILLUSION-
MENT IN LIFE), both transformed from the adjectival sentence units
NEDOVOL6NYL DRUGOM (DISSATISFIED WITH A FRIEND) and

RAZOCAROVANNY1 V JIZNI (DISILLUSIONED IN LIFE), but in the

latter case the ultimate source is undoubtedly the verbal unit
RAZOCAROVATé6S4 V JIZNI (TO BE DISILLUSIONED IN LIFE),

It should be clear from the above discus'sior} that the traditional
classification is far from being totally explanatory. For one thing it
seems to be making an artificial distinction between nominals that
exhibit derived government and those that exhibit inherent government.
It would indubitably be much closer to the truth to say that both types of
nominalizations proceed from kernel sentences, the former from
sentences containing non-copulative verbs, the latter from sentences
with copulative verbs, Only concentrated study can reveal the true
nature of these relationships. The task at hand I's to determine just
what government information should be the object of data compilation.

In general, it may be stated that the so-called inherent govern-

ment should not be an object of data compilation at the present time
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since the relationships between the governor and governed elements is
too varied, too vague, and requires too much study. Their true nature
would emerge only after an exhaustive study of nominalizations in
Russian, Such a study will eventually be a reality, but there are
presently more urgent tasks for machine translation.

One remotely possible exception is the NOUN + NOUN IN
GENITIVE construction where the two nouns are not derived from a
verbal syntactic unit such as ATAKA KITAIQEV (THE ATTACK OF
THE CHINESE) from KITAIQY ATAKUHT (THE CHINESE ARE |
ATTACKING) and ZAVOEVANIE INDII (THE CONQUEST OF INDIA)
from ZAVOEVATG6 INDIH (TO CONQUER INDIA), Derived nominalizations
of this type could ve‘ry easily be incorporated into the domain of inquiry
of a data-gathering a:ctivity. So-called inherent nominalizations of this
type, however, present a very broad spectrum of semantic relationships,
at least, and extensive investigation alone could determine what are the
basic grammatical types and whether any valid statements can be made
about what nouns enter into what types. Figure 2.2-5is a table illus-
trating some of the semantic varieties of this construction. As the
table suggests,perhaps as much as can be known about the component
nouns is that they are either concrete or non-concrete. An initial study
can be carried out, but even if it should produce promising results,
pursuance of the study must be evaluated in the light of immediate
benefits to present Russian-English MT,

By comparison with the preceding, the construction NOUN +
NOUN IN THE DATIVE is quite straightforward. The vast majority )
of these constructions is derived from verbal units. Government
examples are furnished by the nominalizations POMO56 DRUGU (AID
TO A FRIEND) from POMOGAT6 DRUGU (TO HELP A FRIEND);

SOVET SESTRE (ADVICE TO SISTER) from SOVETOVAT6 SESTRE
(TO ADVISE SISTER); POTVORSTVO REBENKU (INDULGENCE TOWARD
A CHILD) from POTVORSTVOVATé REBENKU (TO SHOW INDULGENCE




e iaaveahvuncscnihgatiht

Py

N®+ N¢
n” g

|
1

1
Nn- part of N

' NOJKA STULA
'(LEG OF A CHAIR}..

2
N! denotes the

person to whom Nn

 belongs DOM OTQA

(FATHER'S HOUSE).
T
|‘

3
N‘ denotes person
or object which is

characteristic of the
Nn PRAVLENIE

KOLXOZA (KOLKHOZ
BOARD).

4
an= collective noun
N - units of the

collective POLK
SOLDAT (REGI-
MENT OF SOLDIERS).

|
i

: an unit of measure

-5

st - mass noun

BOKAL VINA (A

GOBLET OF WINE),

NOTE:

1 units and are
' derived from

- REDKOGO

N +N
r <. c
Nn+ N . N +N
[}
]
Often form 1

monolithic

adjectives Cf.
KRASIVA4
DEVUWKA
(BEAUTIFUL
GIRL)AND
DEVUWKA

2ZDOROV64
{A GIRL OF
RARE HEALTH).

Usually only with]

an adjective.
T

N reveals
- &

the contents of
i -Nn CuvsTvVo

{LHBVI (FEELING
OF LOVE).

| period N“B; isa

:phenomenon
‘characterizing it

N+ N©
n’ g

Usually denotes
qualities inherent

to N:., LHBEZNOST6

JENY (KINDNESS OF |
L) WIFE),

z .
N._ is a time
.n

CAS. ZAKATA.
(THE HOUR OF
SUNSET).

'
'

3
N"‘ is the result

of N‘ UJASY.

VOINY (HORRORS |

OF WAR).

0 ,
lvariant of #3

expressions which
describe manifesta-
tions of emotions
KRIK 4ROSTI (A

|SCREAM BORN OF |

RAGE).

Subscriptn = nominative

Subscript g = genitive
Superscript ¢ = concrete

Superscript £ = non-concrete

Figure 2,2-5 Nominal Constructions with the Genitive,

113,




A st 3

114,

T T e

TOWARD A CHILD). Here too there are nominalizations directly derived
from .a'djec‘tival. units but indirect‘ly' related to verbal units such as
VERNOST6 IDEA LAM (FAITHFULNESS TO IDEALS) directly from
VERNY!1 IDEA LAM (FAITHFUL TO IDEA LS) and indirectly from

VERIT6 IDEALAM (TO HAVE FAITH IN IDEALS). Among the inherent
types there are certain interesting constructions where the original verbal
unit requires an accusative, Compare the following dative constructions
and their original verb phrases; IiPREK DRUGU (REPROACH TO A
FRIEND) from UPREKAT6 DRUGA (TO REPROACH A FRIEND) and
POXVAILA BRATU (PRAISE FOR THE BROTHER) from POXVA LITé6

.BRATA (TO PRAISE THE BROTHER).

The nominalization NOUN + NOUN IN THE INSTRUMENTAL is
somewhat more widespread than the p’reced)':ng. Inh‘erent or non-derived
constructions are limited semantically and usualiy indicate resemblance
of the first noun to the noun in theé instrumental, e.g., BORODKA
KLINOM (G‘OATEE = BEARD LIKE A WEDGE) or VOLOSY EJIKOM .
(CREW CUT = HAIR LIKE A HEDGE HOG).

Derived constructions with a noun in the instrumental are very
numerous, for any of the multifarious instrumental usages may appear

with appropriate verbal nouns. Note the f0110wing types of nominalizations .

and their antecedent verb phrases: KOMANDOVANIE POLKOM (C‘OMMAND_

OF A REGIMENT) from KOMANDOVAT6 POLKOM (TO COMMAND A
REGIMENT); BURENIE voDol (WATER BORING) from BURIT6 VODOI
(TO BORE WITH WATER); EZDA AVTOMOBILEM (DRIVING BY CAR)
from EZDIT6 AVTOMOBILEM (TO DRIVE BY CAR).
The prepositional government of nouns is fully as varied as that
of verbs. But a few examples will suffice to demonstrate their multi-
plicity and variety, Some examples of the so~called non-derived type are:
GENERAL IZ SOLDAT (A GENERAL FROM THE RANKS)
BANKA 1Z-POD VARENG64 (A TIN OF JAM)

SYROST6 OT ZEM LI (DAMPNESS FROM. THE GROUND)

K}
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KVARTIRA V P4T6 KOMNAT (A FIVE-ROOM APARTMENT)

SITEQ NA RUBAWKI (CLOTH FOR SHIRTS)
DEN6 PERED VYXODOM (DAY BEFORE DEPAR TURE)
QERKOV6 V DEREVNE (CHURCH IN THE VILLAGE)

Again such non-derived types would not become candidates for a com-
pilation effort because of their great variety and the seemingly random
nature of the combinations,

Derived constructions, however, are prime candidates for data
gathering since they closely pa.rallel the structure of verb. phrases. A
few examples are appended below, together with their corresponding
verb phrase:

ZABOTA O CELOVEKE (CONCERN ABOUT A PERSON)

from

ZABOTIT6S4 O CELOVEKE (TO BE CONCERNED ABOUT A

PERSON)

SMEX OT RADOSTI (LAUGHTER FROM JOY)
from

SME4T6S4 OT I.lADOSTI (TO LAUGH FROM JOY)

VXOD V ZOOLOGICESKIl SAD (ENTRANCE TO THE ZOO)
from

VXODIT6 V ZOOLOGICESKI1 SAD (TO ENTER THE ZOO)

Nominal government of infinitives clearly displays instances of
derived constructions. Note the following examples:

POFYTKA VLEZT6 (ATTEMPT TO CRAWL IN)
from .

POPYTAT6S4 VLEZT6 (TO TRY TO CRAWL IN)

JELANIE RABOTAT6 (DESIRE TO WORK)
from’

JELAT6 RABOTAT6 (TO WISH TO WORKY)




e

e e it i e 55

116,

BO4ZN6 VYXODIT6 (FEAR OF GOING OUT)

from
BO4T6S4 VYXODIT6é (TO FEAR GOING OUT) -

2.2.3.5 Adjectival Government, Although adjectival government is

statistically less frequent in texts, it is to be reckoned with-in a data-
gathering operation as an important syntactic relationship, the recog-
nition of which can solve some common ambiguities within Russian
sentences. As indicated previously, adjectival government is signifi-
cantly related to both verbal and nominal government, ah"d‘ éathering
these data in mass should be a required first step toward their proper
study. Adjectives in. Russian may govern nouns in various cases,
prepositional phrases, and infinitives. These three features of govern-
ment will be illustrated below in a straightforward manner without the
rather artificial distinctions of inherent versus derived and strong

versus weak government.

Adjectival Government of Nouns

Genitive Case

The most frequent usage is exemplified by the genitive after

the comparative form of the adjective signifying the object of comparison,

SIL6NEE MEN4 (STRONGER THAN I)
BYSTREE ZAI1QA (FASTER THAN A HARE)
BELEE SNEGA (WHITER THAN SNOW)

In addition there is a series of Russian adjectives that inherently

governs the genitive case, A few of these are listed below.

POLNY1l VODY (FULL OF WATER)
DOSTOINY1 FOXVAL (WORTHY OF PRAISE)
CUJDY!l SOMNENI4 (FOREIGN TO DOUBT =

WITHOUT DOUBTS)
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Dative Case

A few adjectives fall into this category, for example:

VERNY! SLOVU (TRUE TO HIS WORD)

PODOBNY1 MOLNH (SIMILAR TO LIGHTNING)
PODLEJAS5I1 PERESMOTRU (SUBJECT TO RE-EXAMINATION)

Instrumental Case

Very few adjectives may be classified here. A few examples

are the following:

IZVESTNY1l SVOIMI RECAMI (KNOWN FOR HIS SPEECHES)
SIL6NY1l DUXOM (STRONG IN SPIRIT)

Adjectival Government of Prepositional Phrases

Many adjectives suggest and even demand an accompanying

preposition together with a noun in a given case. The examples below

glve just a hint of the range and nature of this type of government.

Preposition DL4:
POLEZNY1 DL4 DETEI (USEFUL FOR CHILDREN)
XARAKTERNY1 D14 JENSIN (CHARACTERISTIC OF WOMEN)

Preposition DO:
MOKRY1 DO KOLEN (WET TO HIS KNEES)
VESELY! DO SAMOl STAROSTI (MERRY TO A VERY OLD AGE)

Preposition 1Z:
LUCWA4 1Z BRIGAD (THE BEST OF THE BRIGADES)

Preposition OT:
USTALY] OT XOD6BY (TIRED FROM WALKING)

Preposition PO:
PROSTOl PO USTROISTV (SIMP LE IN COMFOSITION)
NE FO VOZRASTU UMNY! (CLEVER BEYOND HIS YEARS)
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Preposition K:
RAVNODUWNY!1 K TEATRU (INDIFFERENT TO THE THEATRE)

SPOSOBNY! K 4ZYKAM (ADEPT AT LANGUAGES) ’

Adjectival Government of Infinitives

Very few instances of this type of government occur among

adjectives. Only two examples appear below:
GOTOVY1l SKAZATé6 (READY TO SAY)
SKLONNY! WUTITé6 (PRONE TO JOKE)

2.2.3.6 Impersonal Constructions, If a large-scale data-gathei-ing

operation is to be seriously considered for government information..the '
legitimate areas of inquiry within government proper h'av—e already been
discussed. Since the concept of government ramifies deeply into the
grammar of a language, it remains to determine whether there are other
blocks of information that may be suggested by government and that rnay .
also yield nicely to large-scale data gathering. The first candidate for
consideration is the subject relationship of the various verbs that would
be examined. That is, does the verb require a subject, and if so, what
information can be reasonably and efficiently gathered about the subject?
The first question is certainly a very important one for verbs and even
sentence structure and the answer runs the gamut from sentences,
usually in artistic literature, where the sub—jeét is deliberately dropped,
through imperatives, where the subject is usually omitted, through first
and third personal plural forms, where the subject is omitted for the
expression of certain hortatory and impersonal locutions, to bona fide
impersonal sentences. While all these types of subjectless sentences
must be recognized in machine translation, the only type of interest for
data gathering and study is the last -- bona fide impersonal sentences.

For this purpose verbs must naturally be separated into 1) those which

+§
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are only personal, that is, must have a subject, 2) those which may be
either personal or impersonal, and 3) those which are only impersonal,
Of these three categories, number three is not of immediate interest,
number one is of some interest, but number two is of great interest
because of the relationships between these impersonal sentences and
their personal counterparts. Category number three usually contains

verbs describing natural phenomena plus a handful of others. For

example,
SMERKAETS4 (IT IS GROWING DARK)
RASSVETALO (IT WAS GROWING LIGHT)
MEN4 TOWNIT OT 3TOGO (THIS NAUSEATES ME)

Category number two is of fundamental interest to the verb sys=
tem in general, and verbs in this category should constitute an important
segment of Russian grammar. At the moment there seem to be two
general types of such impersonal constructions formed from reflexive
verbs, on the one hand, and from non-reflexive verbs, on the other

hand. Reflexive impersonal verbs appear in the following kinds of

sentences:
XOROWO JIVETS4 TAM (THERE IS GOOD LIVING THERE)
EMU NE P6ETS4 SEGODN4 _(HE IS NOT DRINKING TODAY)
To these examples of reflexive verbs might be added sentences like the
following: '
' MNE KAJETS4, CTO ON BOLEN (IT SEEMS TO ME THAT HE
ISILL) %
EMU PRIXODITS4 PRIITI VO-VREM4 (HE MUST COME ON |
TIME)

but it is not at all clear that such usages are truly impersonal. Such
instances can be elucidated only by a comprehensive study of Rusaian-
grammar.

Non-reflexive impersonal verbs appear in sentences of the

following types:
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~ LUNU ZAKRYLO OBLAKAMI (THE MOON WAS COVERED BY .
C LOUDS)

RYBU UBILO XOLODOM (THE FISH WAS KILLED BY THE COLD)
EMU ZAIILOPODVAL (HIS BASEMENT WAS F LOODED)
RANU EMU ZAT4NULO (HIS WOUND HEALED)

EMU UNESLO VETROM GAZETU (THE WIND CARRIED HIS
PAPER AWAY)

U NEGO ZVENIT V UWAX (HE HAS A RINGING IN HIS EARS)

From the scientific grammatical point of view such impersonal
sentences are related in different ways to corresponding personal
sentences. Thus, the sentence

EMU UNESLO VETROM GAZETU
is easily connected w.ith the more basic personal sentence:

VETER UNES EMU GAZETU (THE WIND CARRIED HIS PAPER
AWAY)

On the other hand, the sentence RANU EMU ZAT4NULO cannot apparently
be related to a personal sentence like the above because there is no
explicit agent for the action. The only other related and well-formed
sentence possible is the following:

EGO RANA ZAT4NULAS6 (HIS WOUND HEALED)
But in this latter sentence a reflexive form is used, which suggests that
there must be some more basic form. Clearly, further study of these
types of sentences and their interrelationships is indicated.

From the more practical point of view of data gathering there is
a series of questions to be asked about such impersonal sentences if
normal word order is assumed. Can any word at all precede the verb?
If a word may precede the verb, is it a noun in the dative case or a
noun in the accusative or both in any of the four cases just inquired about?
Can the verb combine with an infinitive of another verb? Under the same

céircumstances, can the impersonal verb be used with a CTO clause ?
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If the verb can combine with a noun in the dative or a roun in the accusa-
tive or both, may it also acquire a noun in the instrumental? All these
facts need to be gathered for subsequent study even if the information
should be discarded later as superfluous.

Among verbs that require a subject or that miay combine with a
subject, it seems feasible to inquire about the nature of the subject in
the course of data compilation. The inquiry could easily get out of hand
and lead to uncontrolled speculations about the nature of the universe,
but it can profitably be limited to three broad categories.

1, Verbs which can be used only with anima‘tet subjects

(including cases of personification which would have to
be studied), e.g., CITAT6 (TO READ), PISAT6 (TO
WRITE), LGAT6 (TO LIE), '
2. Verbs which have no preference in regard to animate
or inanimate subjects, e.g., WUMET6 (TO MAKE
NOISE), STUCATG6 (TO POUND), IDTI (TO GO).
3. Verbs which can be used solely with inanimate subjects,
e.g., MOROZIT6 (TO FREEZE), SVETAT6 (TO DAWN),
In the case of inanimate subjects it may prove interesting to force the
classification a bit further to include the distinction between concrete
and abstract nouns even though the application of these labels is not
absolutely cleér.' Perhaps further study will clarify the essence of this
distinction and permit it to be applied with assurance., It does not seem
possible at the present time to venture any more detailed classification
of nominal subjects, but the possible further classification of nouns in

general will be raise,d?ragain in this gene ral discussion.

2.2.3.7 Translation, A tremendously important aspect of data
gathering for government relationships in Russian-English MT is the

recording of the preferred English equivalents to be associated with the
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various patterns of government. A search strategy that can lo‘cate
these patterns with efficiency and accuracy will be in a position then to
contribute both grammatically and semantically in a substantial way to
the improvement of the output text. Instead of having to rely on 'backup"
entries with generalized English meanings, the translation routine will
have the power to make thousands of specific choices of English meanings
facilitated solely by the recognition of grammatical clues,

The verb BROSAT6 with the general meaning of TO THROW
offers a good case in point. A first approximation toward a definition
of its semantic sphere and its corresponding equivalents in English and
a reasonable goal in terms of present knowledge about such aspects of

Russian-English translation could make the following statements about

this verb:
BROSATS6 + Accusative Object = throw
BROSATS6 + Instrumental Object = throw
BROSAT®6 + Infinitive = give up

The corresponding reflexive- form of this verb could be preferentially

translated according to ‘the follo;aving patterns:

BROSAT6S4 + Instrumental Object =  throw
BROSAT6S4 + Accusative local = throw
Expression oneself

Some information has already been gained by the use of a minimum
and easily specified amount of government information. If this basic
information can be intelligently extended to cover areas suggested by
government such as information about subjects and objects the semartic

specification can become more nearly precise:

Animate o g 1 ject + BROSAT6 + -T2 o Gpject in Accusative =
Inanimate Inanimate
THROW

Animate Subject + BROSAT6 ¢ Jnimate
Inanimate

(remarks, invectives, etc.}) HURL

> Object in Accusative

[ Jo——
R
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-]
Animate

Inanimate
(people, positions, possessions, etc.) ABANDON

Animate Subject + BROSATé6 + > Object.in Accusative =

Animate Subject + BROSAT6 + Inanimate Object in Instr. = THROW

Animate Subject + BROSAT6/+ Infinitive = GIVE UP

Animate Subject + BROSAT6’ + Inanimate Object in Acc. = GIVE UP

Animate Subject + BROSAT6 + Inanimate Object in Acc. = GIVE UP
(activities, verbal nouns)

Animate Subject + BROSAT6 + Inanimate Object in Acc. = THROW
(money, etc.) AWAY

Likewise, study of the other attributes of the reflexive verb beyond its

gross features of government could help in pinpointing the following

meanings:
Animate Subject + BROSAT6S4 + Inanimate Object in Instr. = THROW

Animate Subject + BROSAT6S4 + Inanimate Object in Instr. = HURL
(remarks, abuses, etc.)

Animate Subject + BROSAT6S4 + P2Mimate. o ¢ in Instr. = DISDAIN
Animate

Animate Object 4+ BROSAT6S4 + Local Prepositional Phrase in
Acc. = RUSHINTO/AT

BROSAT654 + Personal Prepositional Phrase

Animate Object -
in Acc. = THROW ONESELF AT/ON"

+

Inanimate Object + BROSAT6S4 + (Animate Object in Instr.) = BE THROWN

Inanimate Object + BROSAT6S4 + (Animate Object in Instr.) = BE HURLED
(remarks, invectives) .

Animate . .ot + BROSAT6S4 + (Animate Object in Instr.) =

Inanimate BE ABANDONED
Inanimate Object + BROSAT6S4 + (Animate Object in Instr.) = BE THROWN
(money, etc.) ' AWAY
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It seems clear thaf some kind of auxiliary information, at least,
is absolutely necessary for the continued progress and improvement of
MT. This information should be based on sound gram'matica.l and
semantic theory, if at all possible, It would seem ill-advised then in a
data-gathering operation to have investigators at this stage indulge in
semantic and grammatical speculation beyond imposing labels like
animate/inanimate and concrete/abstract. The area of specific lexical
items as governed elements involves mere recording without speculation.
Such lexico-syntactic entitles may be termed pseudo-idiomatic séquenceu
and are of great importance to the practical solution of source-target
semantics. They must be included as data to be gathered. The verb
BROSATG6 discussed above offers a series of interesting examples of

such pseudo-idiomatic sequences:

BROSATé6 4KOR6 = DROP ANCHOR
BROSAT®6 ORUJIE = THROW DOWN ARMS
BROSAT6 TEN6 = CAST A SHADOW
BROSATS6 VZG1A4D = .DART A GLANCE
BROSATé6 JREBII = CAST LOTS

BROSA T6S4 V GLAZA = BE STRIKING

If a large-scale government data compilation effort is put into effect,
provision must be made for the efficient recording by investigators of

both of the above types of semantic information.

2.2.3.8 Nominal Classification. The above discussion of translation ‘

touched upon the improvements to be gained in output by expioiting the
differences in subjects and objects of verbs. These differences were to
be limited to animate/’i'nanimate and abstr.act/ concrete relationships.

The examples quoted above from the usages of the Russian verb BROSATS,

however, indicate that finer distinctions of a semantic nature are clearly

s e e 1+ e o b
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desirable. It would seerm reasonable that these semantic distinctions
should take the form of semantic correlations that evoke in the minds
of hearers the intended meaning of polysemantic items within any given
sentence. These semantic correlations will have to be discovered by
a long study of sentences with such polysemantic elements, sentences
in which the grammatical structure is recognized as such so that it
will not interfere with the semantic study. And the semantic correlations
will have to be based on a set of fundamental semantic distinctions for
the various elements in the sentence. A reasonable set of semantic
distinctions or labels has been elaborated for Russian nouns. The set
is not definitive, but it has proven useful in a number of tests.
However, these tests have not been run with semantic distinctions
applied to the verbs also, and they have not been made with a profound

specification of Russian grammar.

2.2.3.9 Procedure for Data Gathering In this section there appears.

a specific but initial suggestion for how the multifarious and extensive
information discussed above might be most efficiently gathered by
competent Russian grammarians. This method not only specifies just
what kind of information is to be sought, but also defines how and in
what order the information is to be tested for and recorded. The
succeeding paragraphs present in detail a suggested procedure for the
mass compilation of verbal government data. Similar procedures for
adjectival and nominal government will be worked out at a later date.
All of the information discussed above can be gathered in one
operation. While the volume of information is appreciable, it appears
that when broken down logically, the gathering of information should

not prove to be too difficult for a native speaker of Russian,
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After a thoroughgoing consideration of the problem and some
actual tests, it appears that the gathering of information could best be
accomplished by means of a questionnaire, The information obtaix;ed
from such a questionnaire can then be punched on IBM punch cards and .
processed by machines, Utilization of clerical help and machine time _
will help achieve greater economy of actual costs and speed of analysis,
Escte,ns'ive use of machines will also reduce the margin of errors and
will be helpful in compressing the classifications of data,

For the purposes of gathering, all requests for information
have been reduced to as simple routines - as possible. Since the break-
down of information is very detailed, a step-by-step explanation of the

proposed grammar analysis questionnaire is presented below.

STEP 1

In the upper left-hand corner of the questionnaire, write down
the infinitive form of the Russian verb which is to be analyzed. Next,
enter as many basic English equivalents as are necessary for adequate
translation. Use lines l ~ 5. Be sure to number any additional
meanings accordingly.

While it will be necessary to differentiate the various meanings
as much as possible, at this point one should Concentrate only on the
very basic meanings, leaving idioms and phrases until the last. Thus,
the verb ZARABOTATS®6 will at this point be entered a's to earn a.nd‘"lc_:

start working. Taking the most gene.ral meaning of the verb == to

earn == one should proceed to the next step.

STEP II

Use Figure 2.2-6 to determine the classification A-R.

ZARABOTAT6 in its first meaning is a non-reflexive verb, is perfective,

“$

BRI AN o e




127,

TVNOSYIJIWI
JO TVNOS¥Id

FAILDITIHYIINI
YO FAILDIIYAL

*Sqia A jo a8es pue 3dedsy ‘L3ramxepPsy 9-z°z sanSig

samooyradwr = JJ71
aawoayied = Jd
%ﬂ.ﬂnownv& ATuo pasn qIsA = qq
Arreuos xzadut pue Lfreudsiad yjoq pasn qida = qe
Arreuosaadurr Aruo pash qisa =

‘ — —( 3a )—
mm @ 9 |

IAIXTTITYE " JAIXITITI-NON




128,

and can be used only personally, Accordingly it shall be classified as
"C'" and this information recorded in the space labeled "Figure 2. 2-6"
in the questionnaire. The line where this information is entered should
correspond to the number of the English meaning.

Note: Information contained in Figure 2.2-6 can in part be
double-checked against the confix of the verb and, as suggested earlier
in the report, responses against Figures 2.2-7 and 2.2~8. When the
information is punched on cards, this can be done mechanically leaving
for human control only those cards which are rejected as incorrect.
Such checks are very important for quality control and will provide
cbjective criteria for judging the performance of any given analyst.

The significance of Figure 2.2-6 lay in determining the very.
basic characteristics of the verb: reflexivity and aspect. The infor-
mation regarding transitivity Lhas purposely been omitted since the
information requireci for analysis of government is more fully reflected
in Figure 2.2-9 and the distinction between transitive-intransitive verbs
can be derived automaticaily on the basis of information in Figure 2.2-9
and the confix of the verb.

Inclusion of the information concerning personal-impersonal
usage of the verb, as mentioned earlier in the discussion, will provide
valuable help in syntactic analysis. More significant is the actual
economy in coding which will be possible by avoiding much of the redun-
dancy occurring without this distinction. Finally, in the course of the

analysis it will provide an important aid in differentiation of meanings.

STEP 11

Depending on the responses obtained, the verb should be tested
for its behavior in personal and/or impersonal usage, as the case may
be. The results obtained should then be entered in spaces labeled |
"Figure 2,2-7" and "Figure 2,2-8" in the questionnaire, ZARABOTATS®

»
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ANIMATE
CONCRETE

INANIMATE
CONCRETE

ANY SUBJECT — — po

INANIMATE
ABSTRACT

CONCRETE _— — _— _puf

(AC + AC)

Figure 2,2-7 Subject Preference in Predication,
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v
K3
9
3
DIREC TIONS:
1. Take the neuter of the past tense of the verb,
f“’
2. Can the verb be preceded by a noun or a pronoun in the dative or the accusative? If it can,
follow through each of the respective categories (Nd or Na) and disregard 0,
3, Can the verb govern an infinitive of another verb? Note this fact alone and be sure not to
confuse the government of the verb for that of the infinitive.
4, Can the verb, in addition, be followed by a noun in the accusative and instrumental ?
If yes, disregard other categories; if only the accusative is possible, mark the space
marked "0'"" below Na.' If only the instrumental is possible, mark the space Ni above Na
in the respective column, If neither is possible, mark the space marked. "0" in the
respective column immediately above that which is marked "INF,"
5. Trace the information obtained in the diagram on the right, Black circle is "YES, "
blank circle -~ "NO," Follow the diagram and record the letter, Repeat the same
for other column, One or two letter code will be the designation for data,
Y

Figure 2,2-8 Impersonal Constructions of the Verb,
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can only be found in personal constructions* and there is no subject
preference *%, Accordingly a "§'" shall be entered in the appropriate
place. Any information request which does not apply. should be left
blank.

Note: In addition to the significance of Figures 2. 27 and
2.2-8 mentioned above, the information contained in Figure 2.2-8 can
be further correlated to some of the data in Figure 2.2-9, thus improving
the precision of analysis.

Although we have alluded to information presented in Figures
2,2-7 and 2.2-8 earlier, Figure 2.2-8 is important for classifying
and identifying impersonal usage and will help to resolve the inversion
often co~-occurring with impersonal usage of the verb. Moreover, it

will suggest but not neceséarily duplicate the information in Figure 2.2-9,

STEP 1V

At this point, as described in Figure 2.2-9, one should establish
the type of direct government possible with a given verb. The diagram
should be read all the vs;ay down and the number will then describe the
type of construction possible., Eventually the number of possible com=
Binations will be reduced but the diagram is more manageable in its
present form, ‘

Since ZARABOTAT6 could appear in a sentence like ON
ZARABOTAL SEBE DENEG/DEN6GI T4JELYM TRUDOM (‘'He earned
for himself some money/money by hard work'"), depending on how the

partitive gentive is treated in the program, one will classify the

* While it may be argued that in a sentence like ZARABOTANO
RABOCIMI (Earned by the workers) we have an impersonal construce
tion, the sentence should be considered elliptical and a transform of
RABOCIE ZARABOTALI (The workers earned).

*% Although we classify ZARABOTATS6 as having no preference for a
subject, it does, in fact, take animate subjects and falls into the
category of verbs which may later help in determining the functioning

of personification in the Russian language -~ a factor which might help

to improve grammatical analysis by machines,

AR 4
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verb in question # 16 or # 15. In contrast, the second rneaning of
ZARABOTATSG6 would be classified in this step as # 1 since it is a
form of a verb capable of government, but requiring '"no object' in
this particular form alone.

The significance of information presented in -Figure 2,2-9 lay
in outlining the effective limits of government of any one verb, thus
providing one with the skeleton of possible structures which can be
formed around a verb. The knowledge of the extent of government,
obviously would have to be combined with other observations and rules;
but, in terms of structural analysis,the data in Figure 2.2-9 present
a key to the analysis of non-bredicative constructions. While no effort
is made to introduce strong and weak government, previous definitions
still retain their validity and are implicit in further "steps'' of the
analysis routine.

Information obtained from Figure 2.2-9 should be entered in the
questionndire in the space so labeled. In the same breath, the analyst
should determine whether a given verb can govern the infinitive of

another verb. In the c'ase of ZARABOTATS the answer is negative.

STEP V

The next step is to determine the translation and the type of
constructions with the instrumental and the dative. The simple test
proposed in Figure 2.2-10 will provide some important clues regarding |
the translation of such constructions and also furnish grammatical
information.

The problem in the analysis of constructions with the instru-

mertal is to determine the nature of the ties expressed in the same

manner. Basically, then, one must distinguish between the instru-
mental expressing the tool of the action (PISAT6 KARANDAWOM -~
WRITE WITH A PENCIL; RUBIT6 TOPOROM -- CHOP WITH AN AX;
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~+ « JENSINU KUXARKO1

1. (V TO VREM4) KOGDA ONA BYLA KUXARROI
2, KAK KUXARKU

3. (GOVORIL, SKAZAL), CTO ONA "KUXARKA"

4. PREDOSTAVIL DOLJNOST6 KUXARKi

... KARTY VEEROM
1. POSREDSTVOM VEERA

2. V FORME VEERA

...KOLESOM, STRELOI1, LUPOIl...

—

. POSREDSTVOM KOLESA, STRELY, LUPY...
C 2. V FORME KOLESA, STRELY, LUPY...

3. KAK KOLESO, STRELA LUPA...

..DEN6GI BRATU...
1. TO BROTHER
2. FOR BROTHER

Note: The above information will be plotted in a tree diagram,
similar to Figures 2.2-8 and 2.2-9, when more extensive information
has been accumulated., Since the actual amount of combinations is very

small no diagram is provided at this time,

Figure 2,2-10 Suggestive Usage of Nouns in Instrumental and Dative.

PR,
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MYT6 MYLOM -- WASH WITH SOAP), The translation presents not
much of a problem if the proper syntactic function of the instrumental

is e#ablished. Similar to the above are the usages of instrumental in
impersonal constructions which can be, however, identified more easily.
Clearly recognizable is the use of instrumental in passive constructions
UKAZANO DRUGOM -- POINTED OUT BY A FRIEND, SDELANO
STOL4ROM -- DONE BY A CARPENTER, etc...

Adverbial uses of the instrumental are the hardest to recognize
by machines., For this purpose the classification of nouns in Figure
2.2-11 will provide some helpful clues. Especially useful are nouns
N6 and N8. '

Uses of the instrumental as part of a compound predicate can
be resolved on the basis of a small group of the verbs of being (about
15) which appear as link verbs in such cases,

BYTSé, SCITAT6S4, 4V1AT6S4, STAT6

to be to be considered to be to become
and others.

Cases of the u’s‘e of the instrumental as an indirect object are
hard to differentiate from those described above and one can best
approach the task by separating @ small group. of such verbs as
DOROJIT6 -- TREASURE, ZANIMAT6S4 -- BE OCCUPIED, BUSY
ONESELF, INTERESOVAT6S54 -- SHOW INTEREST, LHBOVAT6S4 ~-
ADMIRE, etc. which for the most part can govern only the instrumental..

Much valuable information can be gained from the test suggested
in Figure 2,2-10 and the, results obtained, in conjunction with other
information, will give knowledge which would make adequate translation
of such constructions possible in thg ma jority of cases.

The verb ZARABOTAT®6 would be classified in Figure 2.2-10
under A-1l, B~l, C-1, D-2., As suggested earlier, this information

will be compressed into a single code.
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Animate countable

Collective nouns of
animate units

Animate ]

Concrete ’
Inanimate ’
Concrete

Parts and defects of
beings, plants

Flora
"Things" (countable
units)

Liocatione

Mass -- collective
inanimate

Measures.

Time concepts --
events.

Concepts. -- ideas.
Inanimate

Abatract
Sciences

Phenomena

/

Concepts
Phenomena

Actions

Actions
States

States

Figure 2.2~11 Tentative Semantic Classes of Russian Nouns
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STEP VI

Next, the analyst should read the entries in the column. on the

left hand side of the questionnaire and simply mark any entry possible

§
i
S
;
¥
3
#
i
¥
H
2
W

with the verb. The routine seems easiest if one takes any second

person form of the verb and fits the various word combinations into a
sentence. Numbers over columns denote English meanings.

j ' While this aspect of the data will deal primarily with the problem.
| of prepositional government, the information . which will be derived will
help to classify verbs in such a manner that not only the translation of
the prepositions will be improved but much more knowledge will also 3
] be gained concerning some categories of verbs which are often mentioned .

in Soviet grammars but never fully enumerated. Thus # 29 will define

i the category of the verbs of "STRIKING, " More immediately with such
verbs the preposition ""O'" and the accusative will always be preceded
and followed by a concrete noun. With the same verbs the preposition i
"PO'" and the dative will be translated as AT when followed by a
concrete noun,

Lines # 14 and 25 provide information about the group of verbs
of "communication, thought, human relations.' Line # 16 will identify
verbs of ''seizing, removal, requisition', etc. For each of the groups
one may point out further related, .characteristics.

While errors are possible in this portion of the analysis, our
basic objective is to identify at least part of the pattern emerging out
of this classification. Further étudy will make it possible to single out

such key characteristics as will be necessary for adequate analysis.

STEP VII

3 Upon completing this portion of the analysis the analyst is likely '
to notice any sigrnif'icant patterns. In this step the analyst should then

determine whether or not the words which a given verb governs: influence
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the meaning of the verb. In many instances it iz possible to resolve
ambiguities by noting which of the ncuns follow the verb. The classifi-

cation of nouns as suggested in Figure 2.2-11 seems to serve well in

practical application. Thus the verb, REWIT6 has two basic meanings:

"to decide'' and ''to solve.'" In looking at it one will discover that when
REWIT®6 is followed by the infinitive the translation should be ''decide, "
when followed by any abstract noun it should be translated as ''solve, "

Categories of nouns in Figure 2,2~11 which help to resolve
ambiguities should be entered in the space marked "N, "

Since in the case of ZARABOTAT6 the ambiguity is resolved
on the basis of presence or absence of an object it is not necessary to
single out any one group of nouns. Space above the heavy line next to.

the English meaning numbers can be used for brief comments or notes.

STEP VIII

After having resolved all possible cases in which the meaning 1
occurs, the analyst should repeat all the preceding steps for other
meanings of the verb, noting in each only the variations in responses. .

.

STEP IX

After all of the meanings have been entered, the analyst should
record in the space designated as ""Idioms' any pecullar idiomatic or
phraseological constrﬁctions as they appear in the Russian dictionary.
Other comments should be entered in the space so labeled., This

concludes the work of the analyst.

FURTHER PROCESSING

All of the information recorded on the Grammar Analysis

Questionnaire (Figure 2.2-12) would then have to be punched on cards
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;1(‘
and these cards checked both for errors in analysis and for errors in
processing. As was suggested earlier, much of the work can be done N
mechanically.
i
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2.2.4 Russian Grammatical Studies

2.2.4.1 General Discussion Among those without technical lin-

guistic knowledge, and even among some linguists, by far the most
popular conception of sentence organization is dominated by the notion
that a sentence of a natural language is nothing more than a selection.
of several words from a dictionary which have been placed in some
serial order. While in a gense this is quite true, it is also most
unilluminating, for in this view it proves to be impossible to sp ecify
just what serial order it is necessary to impose on a set of words to
insure that the sequence will be a sentence of the la.ngua.g"e. Seri:‘ous
study of such a question generates the central core of linguistic science,

" the study of grammavr, and there is no doubt that linguistics is in
pressing need of greater clarification in this area: answers to ques~
tions about sentence structure are the foundation of all other substan-
tive inquiries into language behavior,

According to the most advanced knowledge available about the
formal structure of natural languages, to understand the distinction
between sentences and nonsense strings of words it 15 necessary to
impose very special constraints upon the organization of a finite set
of rewrite rules, i.e., the grammar, which express the way in which
grammatical sentences are constructed,

A reasonable requirement on a grammar is that it state exactly
and without recourse to intuition (1) the rules for the construction of
all sentences of a language and (2) that it be capable of stating the
structure of all the sentences which it can construct, Since the set
of sentences is infinite, the set of rules for constructing sentences
must be either infinite or recursive, The set of sentences is cer-
tainly to be completely or reasonably completely specified, yet the
set of rules must not be infinite because this would be contrary to our
"knowledge about grammar and contrary to our concept of an interesting

grammar, The set of rules must therefore be recursive. Such a set

TS
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of rules for constructing an infinitely denumerable set of sentences

and for describing their structure is called 'a set of sentence-géneraﬁng N
rules' and each rule is known as a 'generative rule. !

AnotherA requirement we might want to place on a grammar is
that it be capable of deciding whether an arbitrary string is a sentence;
and, if that is so, it must be capable of stating its structure. In other
words it is reasonable also to expect a grammar to be a. recognition
device. The ability to recognize sentences presupposes the ability
to define sentences and their structure. Since the latter is the goal
of sentence generating rules, the discovery of rules for sentence
generation must precede the discovery of rules for sentence recognition.

The format of sentence-gen.era.ting rules must take into considera-~
tion the goals set for sentence generation, These goals are: - -

(1) that the set of sentences generated by the rules consist of

all and only sentences and

(2) that each sentence be assigned one or more structures

(a. string which is assigned more than one structure is said to

be grammatically ambiguous),

To generate an infinite set of sentences the rules must permit
recursion, And to assign a structure to the sentences it generates,
a grammar must define the structure of a sentence as a list of all
generative rules which were applied in producing it. An expansion
of the notions of grammar and grammatical rules and their mathe-
matical implications will be undertaken after their practical demon-~
stration in the succeeding pages,

Intensive studies of English syntax and other areas of formal
grammar have revealed amongst many other important details that P
there are at least three distinct levels of grammatical representation

of sentence organization and correspondingly that there must be three
%

g T T e
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distinct groups or types of grammatical rule. The three types of
grammatical rules required to produce the set of sentences of a lan- -
guage are: '

a) Constituent-Structure Rules

b) Transformation Rules

c) Morphophonemic Rules
These three types of rules will be discussed in the following paragraphs,

2.2,4-2 Constituent-Structure Rules The first type of rule is so

constrained that it permits the reconstruction of a "tree of derivation”
(see Figure 2.2-7) or phrase-structure bracketing which is imposed
on the derived sentence, and the set of these so~called "constituent-
structure rules' thus provides the basic branching diagram of consti=
tuents for all sentences. Thus, by virtue of the application of these
rules in the derivation of sentences within a grammar, sentences ac-
quire an underlying constituent structure similar to that which alge-~
braic or logical expressions have, namely, a kind of nonoverlapping
parenthesization, Such rules, also termed "rules of formation,"
have the general form: A—Y in the environment X«— Z where é is

a simple syntactic element (label of a node in a tree), Y is a speci-
fied non-null string of elements, (the expansion of A in the environ-

ment X-———Z), X and Z are possibly null strings of elements to the

" left and to the right, and where the arrow may be interpreted as "may

be rewritten as;"

By way of further explanation it should be mentioned that this
type of rule, as are the others to follow, is strongly motivated by the
assuredly primary notion that grammars should be regarded as sen-~
tence-enumerating algorithms, among other things, of course. These

algorithms should reflect the syntactic patterning of natural-language
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sentences in which the presence and arrangement of certain elements
must be representable in the form of concatenated strings upon which IN
is imposed a labeled bracketing, This first set of rules, constituent-
structure or formation rules, is capable of generating in any one lan-
guage all sentences of a maximally single or central type, usually
termed "kernel" sentences. When this. set of rules, most of which
are optionally applicable, is put into operation, it produces a deriva-
tion of all output kernel sentences, That is, beginning with the symbol A
S for sentence, each successive rule of formation, if applicable, per-
mits the derivation of a new expanded string from a previous string
by the conversion of only a single symbol at a time., This succession
of derivations continues until a so-called terminal string is reached,
the most detailed strictural representation of a kernel sentence before | -
the application of another set of rules - the morphophonemic rules.
The entire derivation can be represented on a branching diagram or
tree of derivation as in Figure 2.2-14, This labeled bracketing, so
clearly represented in trees of derivation, is of great significance; for
not only does it formalize directly the notion of grammatical category
in the nodes of the tree structure but also its higher-level elements
or nodes are very important for the subsequent application of very
powerful and productive processes (rules of transformation) that serve
to derive (in another sense of the word) complex sentences from under-
lying simple or kernel sentences.

A sample set of such rules of formation and their derivation of

L ,
a kernel 'sentence might be the following:

% This sentence was taken from some ,reaeai-ch notes produced by

Prof, R, B, Lees of‘the‘University" of. ‘Illi'no‘ia while he was 'Wc)rking

T

at IBM Research. ’ *
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Constituent-Structure Rules (See Figure 2,2-13 for the tree structure

corresponding to this set of rules)

@® N O Wy

0

10.
11,
12.

Sentence -~ Nominal + Verb Phrase

Verb Phrase — Auxiliary + [Verb + Modifiers] %
[Verb 4 Modifiers] — Transitive Verb + Nominal
Nominal — Noun Phrasé + Number

Noun Phrase — Article + Noun

Noun -~ Inanimate Noun

Numbér — Singular

Auxiliary — Tense

Tense — Past

Transitive Verb — calculate

Inanimate Noun — computer, logarithm

Article — the

Sentence Derivation by the Above Set of Constituent-Structure Rules

1
2
3
4
5.
6
7
8
9

Nominal 4+ Verb Phrase
Nom + Auxiliary + [Verb + Modifiers]
Nom + Aux + Transitive Verb + Nom

Noun Phrase + Number + Aux + Vtr + Noun Phrase + Number
Article + Noun + N0 + Aux + Vtr + Article + Noun + No
T + Inanimate N + N° 4 Aux + V, + T+ Inanimate N + N®

T+N _+Sg+Aux+V,_+ T+N, +Sg
in tr in
T+N +Sg+Tense+V,_+ T+N, + Sg
in tr in

T+Nin+Sg+Past+ Vt‘r+T+Nin+S'g‘

10.-12.

%*

o ok

the + computer + Sg + Past + calculate + the + logarithm + Sg X

Square brackets enclose unitary structures

Some additional constraints, possibly semantic, would be neces=-
sary to avoid the other possible sentence: The logarithm calcu-

lated the computer,
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The preceding example of sentence production was kept deliberately
simple, The rules of formation were such that a symbol could be re-

written only as either a single symbol or as a string of symbols.

E.g., Tense ---- — [Past
Noun ~----- - Inanimate Noun

Noun Phrase — Article + Noun

However, to have the phrase~structure grammar generate all simple
sentences of English, we would have to include among the rulea of
formation a new type of rule, a disjunctive rule. Examples of such

rules are given below:

E.g., Tense ~---w--- — 'Past' or 'Present!
Noun -<eea-- — 'Animate Noun' or 'Inanimate Noun' a
Verb ------- — 'Intransitive Verb' or 'Transitive
Verb + Nominal'
A new set of formation rules =-- similar to the one given before, but
including disjunctive rules -- is listed below., Some new labels for
nodes have been introduced., These labels may not withstand close
inspectioh, but they have proved useful in this more detailed set of
rules. Theé nature of these labelé should be clear from the tree dia-
gram in Figgre 2.2-13 which follows directly. Figu‘re. 2.2-13is a |
graphic representati;)n of this more sophisticated set of constituent- ‘
structure rules. Just after Figure 2,2-13 there follows a graph
Figure 2.2-14 indicating how the derivation of the sample sentence

can be mapped into the tree structure of formation rules,.

o
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Sentence.

[ l

Nominal Verh Phrase

L
| 1.

Verbal Phrase

Auxiliary

. 4 l 0. .
Verbal Modifier
: *
- \J
+ +
Intransitive Transitive Nominal
Varh Verb
+ ]+ + +
Noun Phrase Numbher Noun Phrase Number
bl B Singular  Pliral I 14 Singular  Plural
Article Noun Article Noun
A
NS
Noun Noun ' Noun Noun
Animate Inanimate Animate  Inanimate

Panst Prenent

Figure 2.2-13 Graphic Representation of Cdnatitueh\t’-Struc.ture Rules
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Sentence

oy s e

s Ay A

&
+ +
Nonsinal Verh Phrase
[] | [
Auxtliary Verbal Phrase
+ 0
Verbal Modifler
- —é_
f + 4
lnlrvnn-iﬂve ‘Transilive Nominal Y
ech Verb
+ I K "
Noun Phraase Numsber . Noun Phrase Number
i ”»n
Singuiar Piural Singuiar  Plural
Ll +
Article Noun Article Noun
Noun Noun, Noun Noun
Animate Inantmaie Tenne " Animate Inanimate
Past Present
-
The computar 3y Past caltcutate  the compiiter Sy
‘logarithm togarithm

Figure 2.2-14, Sentence Derivation Mapped into the Tree Structure

for Rules of Formation
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Rules of Formation

(1) Sentence =-=---~ — Normninal + Verb Phrase
(2) Verb Phrase --- — Auxiliary + Verbal Phrase
(3) Verbal Phrase -- — 'Verbal' or 'Verbal + Modifier!
(4) Verbale-------- =+ 'Intransitive Verb' or 'Transitive Verb + N'ominal"
(5) Nominal -----=- - Noun Phrase + Number
(6) Number-------- — 'Singular* or 'Plural
(7) Noun Phrase --. — Article + Noun
(8) Noun ---=--a- == —= 'Animate Noun' or 'Inanimate Noun'
(9) Auxiliary ------ — 'Tense’
(10) Tense ----=c--- — 'Past' or 'Present’
(11) Article -==-~---- — the
(12) Inanimate Noun = — computer, logarithm
(13) Verb transitive -~ — calculate
The following e:@lanati'ox; of symbols pertains to Figures 2,2-13 and
2,2-14,
(1) a
: + | 4 -
b c

(2)

means that a is rewritten as both b and ¢

(a — b+c) :

a
N

r ~ |

b c

means that a is rewritten as either b or else as ¢

(a = ' or'c')
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(3) : T
4+ | 0

means that a is rewritten as either b or else as both b and ¢

(a — 'b' or 'b'+ c!)

(4) a

b [

means that a is rewritten as either c or as both b and ¢
(a — 'ctor'b+c')

(5) The distance of a node from the top of the diagram in Figures
2.2-13 and 2,2-14 represents the order of the rules. For
example:

(1) S — Nominal + Verb Phrase is the highest ordered rule and

this is shown by its being at the top of the diagram; whereas,

(10) Tense —'Past' or 'Present' is the lowest ordered rule,

and this is shown by its being at the bottom of the diagram.

2.2.4.3 Transformation Rules, The second type of rule is represented

by a set of more complex rules which serve to convert certain under-~
lying branching diagrams into new, less central, derived trees, such
as those corresponding to complex gentences, within which are im-~
bedded otheér simpler, already derived sentences., The exact specifi-
cation of constraints which must be imposed on this type of rule,

called the "grammatical transformation,'" is an important desideratum
g ) P
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of contemporary linguistic research, These rules of transformation
are particularly powerful, and their postulation seems indispensable
to an explanatory theory of grammar; but their exact nature remains
to be tested in intensive and extensive inquiries into grammars of a
number of natural languages, and much controversy has arisen about
them in linguistic circles, Transformational rules have a completely
different form from the rules of formation discussed above, A gram-
matical transformation may be specified by an ordered triplet, b, z,
t, where D is a certain derivatic;n tree or constituent structure, Z
is a string of subjacent elements and t is an elementdry transforma-
tion of the constituents of that string. Transformations may effect
permutation, ellipsis, .addition, etc., of elements, Furthermore,
such rules serve to map trees into new trees, yielding strings with’
derived constituent structure. The recursive power of the grammar
inheres in its transformational component, for such rules are per-
mitted to reapply in specified order to already derived transforms.
The action of a specific transformational rule may be illus-
trated on th’gf;kernel sentence introduced above: '"The computer cal-
\culaltec'i the logafithm." It has been demonstrated that passive sen-
gjences may be produced from underlying active sentences such as the
one above through the agency of the so-called passive transformation,
The passive transformation can be applied to any string that is analy-
zable into the following constituent structure:

Noun Phrase1 + Auxiliary (Tense) + Verb Base + Noun Phra.sez and

151 L[]

will necessarily include the elements in the terminal string representing

the sentence above:
[ the + computer + Sg]l‘ + Past + calculate + [ the + logarithm + Sg] 2
Since bracketing is equivalent to tree structure, these representations

correspond to elements D, Z of the ordered triplet mentioned above,
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The third element "t" will operate on each item in the constituent
structure in turn to produce the following effect: 13. Noun Phrasezr'+
Past+ be + en + Verb + by + Noun Phrasel and the following ie ob-
tained by substitution of the appropriate English morphemes:

the logarithm + Sg + Past + be + en + calculate + by + the + computer + Sg

2,2.4-4 Morphophonemic Rules The third or bottom level of gram-

matical structure consists of morphophonemic, phonemic, and pho-
netic rules which map representations of sentences as stringe of
parenthesized morphemes into proper morphemic and phonological
form, finally creating the n;dst‘ detailed kind of phonetic transcription,
These rules will not be illustrated in their entirety here because they
are not of immediate importance to lexical processing efforts such.as
automatic translation, but the morphophonemic rules will be demon-
strated on the kernel sentence above and on its passive transform,
The resulting strings will thus be left in the conventional orthographic.
shape, First, a listing of these obligatory rules: ‘
Moxrphophonemic Rules

4. (%) ~ )

15, X + affix + verb+ Y —-X 4+ verb + affix + Y
16. Past — d; be + Past — was; en — d
. N, N2 ok
17. X [a£]‘ Y - X o [a£] Y
. ek
18. X4+4Y - X#Y

% The symbol + designates an affix linkage.

** The symbol # indicates a word boundary.

@«
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The kernel sentence will be transformed by the above obligatory rules

in the following way:

the + computer + Sg + Past + calculate + the + logarithm + Sg

14. the + computer + g + Past + calcullate + the + logarithm + g
15. the + computer + § + calculate + Past + the + logarithm + g
16. the + computer + f + calculate + d + the + logarithm + #
17. the + computer & g calculate & d + the + logarithm @® [
18. the # computer ® f # calculate ® d # the # logarithm @ §

ylelding the sentence below in the conventional orthography:

The computer calculated the logarithm

The passive transform of this sentence, would be developed by

the same rules, as follows:

the + logarithm + Sg + Fast + be + en + calculate + by + the +

computer + 'Sg
14, the + logarithm + ¢ + Past + be + en + calculate + by + the +

computer + ﬂ‘

15, the + logarithm + ¢+ be + Past + calculate + en + by + the +

compiiter + ﬂ

lé. the + logarithin' + § + was + calculate + d + by + the + computer + §
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17. the + logarithm@® # + was + calculated ® d + by + the + computer

ON
18, the # logarithm @ ¢ # was # calculated ® d # by # the # computer

©

ylelding the sentence below in conventional orthography:

N

The logarithm was calculated by the computer

2,2.4-5 Theoretical Framework, After the above practical illus-

tration of grammatical organization in terms of an English example,
it seems reasonable now to launch into a brief consideration of under-
lying theory together with abstract representations of the notions of
string, language, generative grammar, phrase structure grammar, .-
grammatical rules, structural descriptions, etc. |

Given a finite vocabulary VT' a ‘string is a finite-length con-
catenation of elements of VT. The string is said to be over VT.
There are as many strings over VT as integer numbers, the set of
all strings has the power of enumerable infinity, This latter set is a
semigroup with respect to concatenation, namely the concatenation of

two strings is a string; and concatenation is associative: if the following

s, denotes strings and the + sign is the concatenation sign, then

i

(sl,+szl)‘+ 8, 8, +(sZ +s3)

+ 8 _ without

This associativity feature allows us to write 5, + s, 3

ambiguity, omitting the parentheses.
A language L is a subset of the set of all strings over ’VT.‘
A string of L is a sentence. Interesting languages are not finite:

a2
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they have an enumerable infinity of sentences, at most, The number
of languages over VT is continuous infinity,

The generation of a language L. is accomplished with the help
of a finite language, called generative grammar, over a vocabulary
V, such that '

V=VoUVye VoA Vg o= b, Ve,

VT is the terminal vocabulary: the vocabulary of the language L to

be generated; V.  is the non-terminal vocabulary..

A s‘enten:i of the grammar is called a rule, It is essential
that the number of rules should be finite, otherwise we would not gain
anything by substituting the grammmar for the language, as a generating
device, >

In order to keep a generative grammar compatible with a
Turing machine, the general form of a rule is

#17 %2

where 51‘ and s,
as," is an element of VN, excluded as a permissible component from
8.

A set of rules of the above form - called an "unrestricted
rewriting system' - can hardly qualify to be a grammar, In order to
make this system a "rewriting grammar" we have to impose two fur-
ther conditions:

1) if1 (s8) is the "length of 8", i, e, the number of elements
of V concatenated, we have to have: 1 (sl) .<.1( 52). The
rules have to be "length-preserving.”" Thies condition is
needed for decidability purposes. In particular, deletions

are forbidden,
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2) 81 must not be terminal: at least one elemeént. in 8- must
be non-~terminal, This condition is needed to terminate the
generative process,

A rewriting grammar is called a phrase~structure grammar if
its rules are of the form

GHA+Y) —~ praty

¢, ¥, a are strings, and A is a non-terminal string of length one, ¢

and ¥ may be null strings.

A phrase-structure grammar is context~sensitive, if in at
least one of its rules ¢ or P or both are non-null, Otherwise, it is
context-free, Thence, the rules of a context-free grammar are of
the form

A —a,
A context-free grammar is regular if all its rules are of the form
A—a+B

where a is a single terminal element, B a single non-terminal element,

Languages have the same class-names, i.e., context-free, context-

sensitive, as their generative grammars. The generative process

takes place as féllows:

Given a grammar G and the language L to be generated, we define an

intermediate language Ll between G and L, L1 has an infinite num-

ber of sentences, defined recursively:

1) Sis a special element of V_; the string of length one S

N

is a sentence of Ll'

2) If ¢+A+y is a sentence of L1 and if A —~a is a rule of G,

than ¢+a+y is a sentence of Ll.
L is the proper subset of L1 whose sentences are all terminal, Given
a sentence of L., its S-derivation is a finite sequence of sentences of

Ll‘" the first sentence of the sequence being S, the last one of the

. -

v,‘i

o
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sentence of L, and any member of the sequence is obtained from the
previous one by a rewriting rule, except S, of course. Sentences of
L. that have no S~-derivation cannot be generated. In this case the
grammar is really inadequate for L.

Two grammars are weakly equivalent if they generate the same
language. It is obvious from the above described generative process
that a grammar generates only one language, The number of rewriting
grammars is enumerable infinity. The number of languages being
continuous infinity, it is obvious that most languages have no genera-
tive grammar at all,

For phrase-structure grammars, one-can define the "structural
description' of a generated sentence. Itis a string on V whose left-
most character is S. If Ak is the kt;h element of the string (supposedly
a non~-terminal character), and if Ak —’all‘ + .. t a’l:, the (k+1)~th
element of the string ‘is a . If a, is terminal, the (k+2)-nd element

of the string is a2 If it is not, we repeat the same procedure by

ko

developing a. in the place of Ak, - until we encounter a terminal

element, Askan example, consider the following S-derivation of the
sentence "The small boy plays baseball today."

S - NP + VP

NP - Art+ Adj + Noun

VP - V + NP + Time

Art —~ the, Adj-—--small, Noun — boy

v - plays

NP - Noun

Noun < baseball

Time — today The: notations are intuitively obvious.

The structure description is:

S+NP+Art+the+Adj+small+Noun+boy+VP+V+plays+NP+Noun+baseball+
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Time+today. The structural description is clearly an embedded par-
enthesis system in Polish notation, Hence it can be geometrically
represented by a tree, Notice that eventual context-sensitivity is not
visible, unless one introduces some spec'ial notation for-it; that the
order in which the rules were applied is not visible either, while it
is in the S-derivationj and that the grammar has to have a phrase-
structure,

) W;a can require a generative grammar to generate structural
descriptions instead of sentences; the sentence can be obtained by
deleting - in a final extra-grammatical rewriting procedure - the non-

terminal elements in the string, Two such grammars are strongly

equivalent if they generate the same set .cf structural descriptions.,

In a grammar, a sentence may have more than one structural des-
cription. It is then ambiguous,

With generative grammars we assoclate various kinds of lin-
guistic automata, A generator has the grammar as input, its output
is the sentences of L, "if the generator is "weak", or the structural
descriptions of the sentences of L, if the generator is "strong.”" Such
a generator is of little practical va.iue, but current theory of human
and artificial intelligence asserts we have to be able to construct it,
at least theoretically, before proceeding to more sophisticated lin-
guistié’ automata, for a given class of languages. ‘

A scanner's input is the grammar and a string over VT;‘ the
output is a yes/no answer, according to whether the string belongs to
the language as a sentence or not, A regular language's scanner is a
finite automaton, a context-free language's scanner is a pushdown
store., We know that a context-sensitive language's scanner goes be-

yond lihear-bounded automata,

o




e a——

R

159.

A recognition device works like a scanner, but besides giving
We
They can

a yes/no answer, its output is also the structural description.

usually require recognition devices to be finite transducers.

be effectively constructed for context-free languages. Little is known

about recognition devices of context-sensitive languages. Intuition

and a sort of reasoning by analogy suggests the examination of Newell-
Shaw-Simon list structures.

In mechanical translation we also need production devices,
whose input is the structural description of the source language's sen-~
tence, plus some transfer grammar; its output is the target language's
sentence,

Present mechanical translation techniques elaborate "MT -
systems' that are simultaneously grammars, scanners, recognition
and production devices and transfer procedures. Such systems have
clearly no serious scientific pretensions, their only justification is
effective translation, when they really do it, through suitable hardware.

In order to ameliorate the present quality of MT-output, a

theoretical approach using results of mathematical linguistics and

artificial intelligence theory seems necessary. A research schedule

valid for both linguistics and MT would be:

1) Generative grammars covering an ever-extending part of
the source and target languages.

2) Recognition procedures of the source language covering
the part already generable by grammars and preceded by
a search strategy covering the whole language.

3) Transfer and production procedures,

4) Heuristic procedure: given a huge number of sentences of
L, a machine should be able to write the .g'rla;mmar‘,, pro-

vided its class is specified.
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We wish to underline that no heuristic procedure is possible at an
earlier date. Let us {llustrate this by an example:

Suppose a sentence is a correct multiplication of integer num=
bers, 5 x 12 = 60, for instance. Suppose we give.a machine a huge
number of such multiplications and we require it to print out the
"multiplication grammar", i.e. the multiplication rules, Perhaps
we could write such a program, but only because we already l;noW‘ the
multiplication rules., Otherwise we would not even know how to make
the most elementary statements. This example shows the fallacy of
so-called "discovery procedures,'

Present MT-systems that are really translating use the only
existing grammars: traditional ones, combined with the use of sophis-
ticated hardware and software. Present thought is, however, that
context-free grammars are inadequate for the generation of natural
languages, Authors having heavily contributed to the theory of con-
text-free languages (Chomsky, Schiitzenberger, Bar-Hillel) warn
constantly against their use in MT,

To furnish a more adequate tool for the generation of natural
languages, Chomsky proposes transformational grammars. A trans-
formation rule is of the form

(sl, 8,0 ..‘..sn)—~s

where the s,are structural descriptions furnished by a phrase-structure
grammar, In other words, a transformational rule operates on a
string sequence, Notice that the s, on the left side are not concatena«
ted; they are the components of a sort of a string vector,

The main advantages of transformational rules are:

1) Total satisfaction of the ‘1ing‘ruist' s. intuition, In fact, lin-

guists always: used transformations, until the advent of the

¥ 2
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sterile "structuralist' school of the last 20 years, In this
sense, transformational grammars are a formalized con-
tinuation of Ferdinand de Saussure's work., The research
schedule that gives theoretical priority to generative gram-
mars, before going into pragmatics (recognition and pro-
duction), semantics and heuristic procedures,. is also im-
plied - as Chomsky points out, in de Saussure's "language
ws languzge" theory,

Economy, Context-free grammars fail presumably because.
they introduce hundreds of thousands of rules and word
classes in natural languages., Nobody can compile such a
grammar or master it while its compilation goes on,
Transformation rules are meant to reduce seriocusly the
number of rules and classes. Besides, context-free
grammars assign to sentences the tree-type structural
description given above. Apart from simplé, short sen-
tences, this type of structural description is rather un~
satisfactory. In order to obtain something more powerful
we have to operate on these trees and replace them, by
transformation, with a resulting new kind of structural

description,

The phrase-structure part of the grammar, generating the

simplest sentences with a tree-type structural description, is called

kernel.

Transformation rules operate on the kernel; at the end of

the generative process morphophonemic rules (presumably also trans-

r .. formational) yield the sentences in their written or spokén form,

The above~described linguistic theory is a meta-theory. It

furnishes a formal system. How this theoretical framework will be
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filled by the particular contents of a given natural language is up to

the linguist, Consequently, at the present time, we have a multiple

task:
1) further elaboration of the meta-theory

2) testing and improvement of the meta~theory by way of ap-
plication of the theory to specific grammars of various
_ natural languages.
3) Theoretical modelling and practical realization of a linguis-

“tic automaton having all the necessary requirements for

language data processing, that is to say: generative, rec-

ognitional, transfer, and productional features.

o
-’
-~
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2.2,4.6 Application to Russian. Throughout the past eight

‘years at MIT and during the past three years at IBM Research

and currently at IBM and the University of Illinois in conjunction

. with Professor R. B. Lees, a substantial set of rules of formation

(constituent-structure rules) and rules of transformation have been
elaborated for English among many other substantial inquiries

into the nature of language.

Because of the cogency of the theoretical orjentation and
of the fresh insight which these studies have provided for English
grammar, a natural outgrowth of such linguistic investigations was
the initiation of an attempt to formalize Russian grammar in a similar
fashion, Accordingly, such a prc;grarn of grammatical research was
instituted at IBM Research during the contract period represented by
this final report, There is a variety of reasons why an independent
study of Russian grammar is being vigorously pursued at IBM Re-
search, From a theoretical standpoifit-an intensive investigation of
syntactic structure is the only known indep endent way to gain a clearer
understanding of language, machine translation, information retrieval,
linguistic behavior, language learning, etc. The principal task of a
linguistic scientist in the study of grammar is to specify in rigorous
detail the formal structure of grammatical rules, as pr'e,vi‘ou'sl'y‘ out-
lined. A grammar may be regarded as a kind of automaton lying, in
mathematical power, bétweén a finite-state Markov process and a

universal Turing machine, The specification of the exact nature of

163,
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thig automaton demands the rigorous formulation and study of grame
matical rules for a plurality of languages in the search for general
validity of a powerful theory for natural languages and languages in
general, If the linguist is required to express the grammatical rules
he studies in a fashion rigorous enough for the progra.mmér to encode
for a computer, he will be led ipso facto to an exact mathematical
specification of the power that must be built into the rules, Such a
specification of structure and mathematical power is one of the main
results of linguistic study, for it determines certain minimum require-
ments for lexical processing but also yields a strong implication of
what kind of capabilities must be presumed to be built into the nervous
system of a child to enable him to learn and use language, At thepre-
sent level of linguistic investigation into the formal features of sen-
tences and grammars, the complexity of detail of rules that must be
constructed and the network of paths of derivation through the rules

are such that the algorithmic and iterative features of a general-purpose
computer are welcome aids to research and understanding.

From the standpoint of the problems of machine translation
there are equally cogent reasons for the type of grammatical research
proposed above, As research progresses in the automatic translation
of texts In one language to semantically equivalent texts in another,
it becomes more and more necessary to have at hand detailed knowl~
edge of the syntactic organization of sentences in both source and
target languages. Such crucial knowledge, it seems, can be gained
only by compiling sentence-enumerating rules and by studying them
in great detail in order to devise optimal methods for their manipula-
tion within machines. More specifically, as techniques are perfected
for assigning struétural descriptions to individually presented sen-

tences, in other words, for the automatic i-e‘co‘gnition, of sentence




RSO ———

e e

W

K5

-,

165, -

structure, the principles of syntactic organization utilized must ap-
proach inevitably those built into any adequate sentence~generating
grammar,

If the fact that/grammatical research is essential to progress
in machine translation is unconditionally accepted, then grammatical
investigations of the above type would seem to offer the most productive
framework within which to compile the necessary information, Not
only have transformations proved to pfovide tremendous insight into
grammars of individual languages by helping to specify the relationships
among sentences, but also they seem to play an important role in a
truly explanatory theory of language, a theory that purports to account
for the linguistic behavior of a normal human being, In addition, re-
cording the grammatical information generated in a strict rule form
places correspondingly greater demands on the investigators in terms
of efficiency, simplicity, and completeness and presents the data in a
form already amenable to machine manipulation,

Another important point to be made about this kind of gram-~
matical research 1s that a comparison of grammatical rules for both
English and Russian cannot be avoided; as a matter of fact, it is rather
to be encouraged and even recorded, A strict comparison of rules
leads naturally to a comparison of derivations through the rules to
form sentences in each language. In other words, here lies the be~
ginnings of a comprehensive and formal study of the transfer function
from a given gentence in Russian to its nearest grammatically and
semantically equivalent sentence in English,

These deeper grammatical studies of Russian were initiated
relatively late in the contract period and have not yet yielded sub-
gtantial results, As indicat,ed prev‘lously,. the effort has concentrated

ori the elaboration of a substantial set of constituent-structure rules
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and a consideration, at least, of a similar set of rules of transforma-
tion, Many data are known and many data have been marshaled for
intensive study, but only a preliminary study of the data has been
completed. Because of the inconclusive nature of results obtained so
far, it has been deemed expedient to illustrate the work by presenting
the tentative set of rules of formation and transformation for a kernel
sentence in Russian semantically similar to the English kernel sen-
tence used previously to explicate some of the details of the general
theory. It should be no surprise that the rules for English and Russi'an
are very much alike, It should also be obvious that the majority of
the differences will occur in the morphophonemic rules because of
the highly inflected nature of the Russian language, The list of rules

and the derivation of the Russian sentence follow,

Constituent-Structure Rules

I, Sentence — Nominal + Verb Phrase

2. Verb Phrase — Auxiliary + [_ verb + Modifiers |

3. [ Verb + Modifiers _|] — Verb transitive perfective + Nominal

4, (Verb Transitive)* Nominal — Accusative + Inanimate Noun +
Number

5. Nominal - Nominative + Inanimate Noun + Number

6. Number —Singular

7. Auxiliary —Tense

8. Tense — Past

9. Verb transitive perfective - VYCISLI (calculate)

10, Inanimate Noun —~MAWIN (machine) + Feminine
Inanimate Noun —LOGARIFM (logarithm) + Mascukine

% Parentheses here indicate a contextual restriction.

-+
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The set of derivations in accordance with the application of the

above rules reads as follows:

1. Nominal + Verb Phrase
2. N.om. + Auxiliary + [ Verb + Modifiers_ ]
3. Nom. + Aux, + Perfective Transitive Verb + Nominal
4, Nom, + Aux, +V + Accusative + Inanimate Noun + Number
tr p%r—f o
5. Nominative + N, + N + Aux+ V + Ace, + N, +N
in tr perf in -

6. Nomin. ¢ N, + Sg + Tense + V 4+ Acc. + N, + Sg

in tr perf in
7. Nomin. + N, + Sg + Fast+ V + Acc. + N, + Sg

in tr perf in
8-9, Nomin. + MAWIN 4+ Fem + Sg + Past + VYCISLI + Acc. + LOGARIFM

+ Masc + Sg

This set of derivations can be represented by a tree structure as shown
on Figure 2,2-15,

The above rules of formation have produced a string which
will eventually produce a Russian sentence equivalent to '"the machine
calculated the logarithm.'" But before this sentence can be completely
derived by the application of obligatory rules of transformation for
morphophonemic assignments, it will be interesting to try to illustrate
an optional rule of transformation. Again it will be instructive to set
up a provisional passive transfo-rrha.?ion of the above sentence. The

tentative general rule might read as follows:
1 2

" _ Fpa Tl
10, [ Nom.+ N, + Sg_J|+[_Past +Vtr perfj+ —Acc + Nin +Sg _]

in
z‘ .
- | , ' 111 : il
[ Nom. + Nin +8g | + [[f_Past + vcop pe‘rf:] / _Pres +

Vcop imperfj]+ Past VPa‘srsiv‘e Participle + vtr perf ]

CInstr + N, + Sg_]
- in
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Sentence
Nominal Verb Phrase
Auxiliary [Verb + Modiﬂeru]
-
Perfective Tr. Verb Nominal
7
Nomin Inan. N. Number ‘ Accusative Inan. N,  Number
Singular ‘ : Singular
Tense
Past .
MAWIN + F VYCISLI LOGARIFM + M N
) .\

Figure 2,2-15 Derivation of the Sample Kernel Sentence
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This rather complex passive transformation rule seems nec-
essary because the passive transform of a perfective verb in the past
tense requires a past passive participle preceded by the copulative
verb either in the past perfective or-in the present imperfective, a
choice made by the speaker to fit the extra-linguistic circumstances,
In the case of the sentence under discussion the past perfective form
of the copula will be chosen so that the basic shape of the transform

will be:

[ Nom. + N * Sg_1+[_Past Vcopperf+PPp Vir peri.:I *

[(Instr + N, o+ Sg_]

Substitution of Russian morphemes for the appropriate symbols
in the above string leaves the following transformed string just prior
to application of the morphophonemic rules:

Nom. + LOGARIFM + Masc + Sg + Past + BY + PPP + VYCISLI +

Instr + MAWIN + Fem + Sg

Both kernel sentence and its passive transform will now be
subjected to the morphophonemic rules in order to develop the present
strings in an English transcription corresponding to the conventional

Russian orthographic system. The morphophonemic rules are listed

below,
Past ‘
11. [_Nom,+ N, + Sg |+ ( PPP — [ Nom. + N +
fem - Past + PPP fem
Past,
Sg. ] + Fem PPP

Past + Fem + PPP

Past
[TNom.+ N_ + Sg |+ PPP
masc Past + PPP|
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Past -
+Sg_| + Masc + . PPP

ENom. + Nm
Past + Masc + PPP

asc

12, XafvYy — XvafyY

13, MAWIN + Fem + Sg + Nom. — -a
LOGARIFM + Masc +Sg + Acc — -P
LOGARIFM + Masc + Sg + Nomin - - §

VYCISLI + PPP . — - EN -
Past — -L -
Fem — - A -

Masc —

)
oy o
X{N}Y - X ® N Y
. af af

15. X®Y — X#Y

14

The kernel sentence would be obtained from the string in the

following way:

Nom. + MAWIN + Fem + Sg + Past + VYCISLI + Acc + LOGARIFM +
Masc + Sg

which was obtained by the previously stated rules 1-9:

11, Nom. + MAWIN + Fem + Sg + Fem + Past + VYCISLI+ Acc +
LOGARIFM + Masc + Sg

12, MAWIN + Fem + Sg + Nom, + VYCISLI + Past + Fem + LOGARIFM
+ Masc + Sg + Acc

13, MAWIN+ A + VYCISLI + LL + A + LOGARIFM + §

14, MAWIN® A+ VYCISLI@® L® A + LOGARIFM @

15, MAWIN® A + # + VYCISLI® L @ A # LOGARIFM D¢

yielding the Russian sentence below in a special transcription:

MAWINA VYCISLILA LOGARIFM

4
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By

The passive transform of the above kernel sentence would be

similarly derived:

Nom. + LOGARIFM + Masc + Sg + Past + BY + PPP + VYCISLI +

11.

12,

13,

14,
15,

Instr + MAWIN + Fem + Sg
Nom. + LOGARIFM + Masc + Sg + Masc + Past + BY + Masc +
PPP + VYCISLI + Instr + MAWIN + Fem + Sg
LOGARIFM + Masc + Sg + Nom, + BY + Past + Masc + VYCISLI
+ PPP + Masc + MAWIN + Fem + Sg + Instr
LOGARIFM + § + BY + L + # + VYCISLI+ EN + § + MAWIN + 01
LOGARIFM@® #+ BY®L+§ + VYCISLI + EN +§# + MAWIN +01
LOGARIFM@##BYD® LO0#VYCISLIBDEND##MAWINDOI

yielding the Russian sentence below in a special transcription:

LOGARIFM BYL VYCISLEN MAWINOI

171,

The above sets of rules and derivations should in no way be re-

garded as definitive. They are based only on the data considered up

to the present time. As formerly stated, they have been presented

only to demonstrate the nature of the investigation to which the Russian

language is being subjected and to give some idea of the eventual goals

of such work, The investigation would naturally be extended throughout

available Russian grammatical data and beyond so that the rules might

reflect as broad a data base as possible.
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2.3 System Organization

At the beginning of 1962, the AN/GSQ~16 Mark II Language Proc-
essor possessed the‘sam,e system configuration that it does today.
The organization of this multipass processor was thoroughly described
in the final reports for the Word Analyzer, AF 30(602)-2072 and the ‘
Mark II System AF 30(602)-2080. Although no changes have been made
to this system during the contract period, significant improvements
have been developed and logically defined as a result of detailed studies
performed during this period. Investigations have concentrated on the
employment of a rapid subtable search in core memory (high-speed
search), and of addenda and errata tables to supplement the. main
lexical tables in the Photostore.

The significance of the rapid subtable search lies mainly in its
ability to perform extremely rapid processing wheré repeated access
to limited tables is the required operation, The grammatic structure
of language statements is determined in the Mark II by a contextual
analysis of words employing, extensively, the type operation amenable
to rapid subtable processing, In detailed estimates of production trans-
lation rates which would result irom use of this procedure, it is ap-
parent that an increase in productivity of 'one to two orders. of magnitude
may be achieved, These estimates are included in this section.

With availability of such a search algorithm as the rapid subtable
search, the utilization of addenda, errata, high-frequency occurrence |
subtables (common words, etc.), and lexicon indices becomes both
feasible and advantageous,. Considerable thought has been given to the
procedures required to perform language processing with such tables
augmenting the Photostore, and to maintain compatibility with the

longest match and integral address search algerithm. These procedures

_muet insure. that the Photostore tables are logically an extension of the

subtables in core mémory. Such search procedures have been largely

173,
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developed so that exploitation of the addenda, errata, common words,
and lexicon indices may commence as soon as system implementation

is accomplished,

2.3.1 Rapid Subtable Search
Since all entries in the subtables to be processed in core memory are
integrally addressed, the subtable search must be ordered in a max‘merf
similar to that employed in the Photostore 8o as to guarantee accession
of the longe st matching entry., In the Photostore a Track Search
locates the point where the shortest subsequent Entry Search (serial
descending entry-by-entry examination) will locate the longest matching
entry existing in the lexicon, The latter Entry Search must be per-
formed nearly identically in core memory subtables; howev?r, the
initial subtable search which is fun.ctionally equlva.lént to the Track
Search in the Photostore may be performed by several methods in core
memory, Three such methods of track or ''meighborhood'" searching
in core memory subtables have been investigated and dgveloped in
order to ascertain ‘an‘ optimum routine, These are:

a Block Sampling search,

a Binary Sampling (Fibonacci) search, and

a Key Transform Directory,

The Block Sampling search is designed to effect a sampling

search of the shbtable in core memory in a manner almost identical
to the Track Sampling search in the Photostore, Thus, most of the
circu{té employéd for the latter would be employed for this new function,
The equivalent of a track in core memory would then be composed of an

arbitrary length block of entries in the subtable., Optimum access

considerations have been ~9mpl~oye"d’ to fix this block length at m ’

where N is the total number of entries in the subtable, For this method

of subtable search, the random acce l"s‘ time, expressed in microseconds;

.'ﬁ glven by: .

»
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access time = 60 NN/6 + 36 er

where Nx is the absolute minimum number of entries that must be
sampled during a particular Entry search., As may be seen, access
time increases nonlinearly with table size, N. For this reason, a
comparison with other search methods will be contingent upon this
factor,

The Fibonacci search is a modified binary sampling search
wherein specific midpoint entries are selected, for a given subtable,
as nodes for all possible searches, These nodal entries are provided
with address vectors which specify the branch location of the next
higher- and lower-valued nodal entries in the binary tree structure,
For a subtable with N entries, the number of samples to be performed '
would be]

[‘108‘2 (N+1) ]‘integer

for which the access time, in microseconds, is:

access time = 3‘4:[logzN]'mteger +90 N + 46

Thus, for an Nx of 10, the two search modes would provide an equal
access time of 1.3 milliseconds for a table size of 1425 entries.
Smaller tables would be searched faster by Block Sampling and
larger tables searched faster by the Fibonacci search, The fipal
gelection between these search modes will obviously be determined
when the subtable size has been sufficiently specified.

A Key Transform Directory method of performing the equivalent
of a neighborhood search on a subtable in core memory has been de -
veloped which transforms, in a 64-word directory, a key obtained
from the input text into the memory address of that neighbofhood in
the subtable where an Entry search should commence. The key 18
simply the first six-bit character of the input, and the directory, in

core memory, transforms each key into one of 64 possible subtable
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neighborhood locations, effectively dividing the table i{nto that many
subsections, This method is extremely fast in that only two memory
cycles are required to access the desired neighborhood. Here again,
however, table size will be a determining factor in a final selection

of search mode. Since the directory can become very large if more
than 64 subsections are considered, the Key Transform Directory may

not be practical for very large subtables.

2.3.2 Addenda-Errata Files

With the rapid subtable search a logical reality, some thought has
been given toward incorporation of several types of subtables,
Addenda are frequently necessary for a few highly specialized and
novel terms which are developed in languages, Errata can be used
effectively to correct both programming errors and permanent photo-
graphic errors in the Photostore, In addition, it may be advantageous
to include entries for words with very frequent usage. Thus only
100 entries in the rapid-search subtable: could accommodate up to
50 percent of input words, thereby considerably reducing processing
time. All three of these items may be sorted together without
difficulty. In some instances it will be necessary, after locating an
eﬁtry in this subtable, to search the Photostore for the possibility of
a longer match, Statistics for this occurrence are not yet available
as they are determined by the lexicon entries on the Photostore.
Finally, the inclusion of a Photostore track index in this
subtable in core memory provides a very useful means of decreasing
access time in Photostore searches. Each input unit to be processed
will first be compared to thée rapid-search subtable, and then com-
pared,if the matching entry in this subtable so indicates, to the
Photostore for a longer match., It is very convenient to perform a

track index search concurrent with this subtable seafcgh since the

£

»”
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index entries may be sorted with other subtable entries, For this
purpose, the highest valued argument on each Photostore track
would serve as an entry in the subtable, with the entry function pro-
viding the Photostore track number. When an Entry search is per-
formed in the subtable, the comparator signals will be employed to
indicate the lowest valued index entry which is numerically superior
to the input value., With the track location known, fhe Track Sampling
Search in the Photostore can be replaced with a direct track access,
thereby reducing overall access time by perhaps as much as 40 per
cent, o

These four intended applications for the rapid-search sub-
table would exploit this technique to effect a significant decrease in
processing time and an increase in flexibility and reliability, From
presently available information, these tables may well range in size

from 25 to 50 thousand characters. This additional capacity of core

memory, and the attendant index registers required, a..:ev by no means

insignificant cost items; however, the production cost with these
features will be considerably lower than that anticipated without
rapid subtable search,

2.3.3 Production System Performance Estimates

' In evaluating the merits of various potential improvements in data

processing techniques which might be incorporated into the
AN/GSQ-16 Language Processor, a definite need became apparent
for a detailed estimate of system performance as measured by proc-
essing time, Accordingly, the multiple pass Russian-to-English
process was chosen as typical of future operations, and the Mark II
organization was assumed as operational with the rapid subtable

search (high-speed table search) in core memory. 'The\ £ollowin'g

177,
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charts, processing conditions, and resultant operational performance

were derived from this study.

2.3.3,1 Main Dictionary Storage Requirements and Average
Entry Lengths (see Tables 2-1, 2-2, and 2-3).

a. Search Input State-Conversion of source language

to intermediate language: ‘

%200, 000 entrieg at 20 char. /entry = 4,000,000 char,
b, 16 Intermediate Passes (0 through 15):

14,860 entries at 36 char. /entry = 533,00 char,

c, Final Pass - Conversion of intermediate words

into English:

%300, 000 entries at 35 char, /entry = 10, 500, 000 char,
*Be st realistic estimate available on operational Russian
multipass dictionary.

This represents a total of 15,033,000 characters at 7 bits
per character, or a total of 105, 200, 000 bits,

2.3,3.2 Table-Search Parameters, The statistics on Russian-

English Multipass translation for a random sample, 20-word sentence
are given in Tables 2-1, 2-2, and 2-3, Regardless of the storage
media or method of search, the number of entries that must be com-
pared during an 'in-line'" (entry) search is determined by:

Nx+ 1/2 N
where N = number of entries per block (determined by method of
"neighborhood'' or binary search employed), and Nx = the average
number of éntries between the desired entry and the place at which
Z1 signal changes from '"'greater than' to '"less than.'" Nx will be

assumed to be 15 entries for all searches.

Wy
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Table 2-2,Intermediate Passes - Sentence Aualysis Statistics

Pass Total No. of Total No, of "Control" No. of Searches No, of No. of Searches No. of No. of
No, Entries, Average Table Stze Entries, Avg. No. on ‘Control® *'Additional" on "Additional” Main Dict- Core
No. of Characters in Charactere of Characters Entries Entries Entries fonary Table
Entry Per Entry Searches Searches
[} 100 Entries, Z, 000 100 Entries, 22 — - —_ 22
20 Char. /Entry 20 Char. /Entry -
1 500 , 17, 500 70 , 47 430 6 R 53
35 20
2 240 , 9,600 240,
40 40 29 - - - 2
3 1060 , 50,
35 37,000 25 25 1010 I 1 25
4 400 , 400 ,
35 14, 000 35 29 -— — —_— 29
5 180 , 180,
35 6,300 35 27 - —_ —_ 27
6 300 , 3oo,
40 12, 000 40 24 — —_— -_— 24
7 Undefined 33,300 32
8. 700, 50,
40 28,000 25 22 650 1 -— .23
9 3000, 500,
45 135,000 25 44 2500 2 2 44
10 360 , . 15,
25 9,000 20 31 _ 285 2 -— 33
11 Undefined 33,300 32
12 1600 ,, 250,
30 48,000 20 3 1350 8 [ ] 33
13 Undefinad 33,300 ' 32
i4 ‘Undefined 33,300 32
15 2700, 300,
30 61,000 T 40 2400 ] 1 40
Note I: Data (or the four linguistically undefined passes are based on the average statistics of the twelve (12)
defined passes,
Note 2: For a 20-word sentence, a total of 522 searches is made for passes O through 15. For the AN/G5Q-16
System the breakdown of eearches shown in the last two.columns {s for an 8, 000-word. {36 bite/word)
memory, with core table size restricted to 35, 000 characters, providing for processing two
sentences, of 150 words each, at a time. In this case there are 510 core table searches and 12
Photostore searches.
4 Note 3; With.a 16, 000-word: memory, there would be 84,.000 character addresses for core tables. In this.
case there would bs 520'core table searches aind 2 Photostore searches,
Note 4:

“Total storage requirement for pasess 0 through 15; 533, 000 charactere,

-
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The average number of characters matched per entry compared, and

the average length of function readout is shown in Table 2-4.
Table 2-4, Entry statistics for Search Operations

Table Type Total Average Number Average Number Function
Entry  Matching Characters Matching Characters Readout
Length Neighborhood Search In-Line Search

Search-Input

. Pass 20 char. 3 char, 6 char, 12 char.

Intermediate
Passes 36 char. 4 char, 9 char. 20 char,

Final Pass 35 char. 4 char, 9 char. 20 char,

Note: All these figures include 0.l 0.2.

2,3.3.3 Unit Processing Record  The expectation for sentence

length of technical Russian text is 21 words. Therefore, in order to
obtain realistic estimates, throughput calculations should be based on “
processing of 20-word sentences; two 20-word sentences processed as

a unit recoid,

2.3.3.4 E stimation of AN/GSQ-16 Performance.

a. Operating performance will be calculated under the conditions
gpecified in paragraphs 2.3,3,1 to 2. 3.3.3. Photostore
parameters, considered necessary and realizable, are:

120-million bit capacity

3. 5-megacycle bit reading rate

20-ms average random access time
I1-ms average sequential access time

b. Core memory with 2, 4 p sec cycle time assumed.
Throughput rates will be calculated for two sizes

of core memory capacity:
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¥ 1. An 8,000-word (6 characters) memory, allowing

e o0

approximately 35, 000 characters for table storage.

Y 2. A 16,000-word (6 characters) memory, allowing

‘ approximately 84, 000 characters for table storage.

c. Input/Output via magnetic tape is assumed.

d. Because of core memory limitations, Pass 9 must be
separated into '"control" entries which will be searched
in core tables and 'additional' entries which will be
searched in the Photostore. This is also true of Passes
3, 12, and 15 with an 8, 000-word memeory capacity.
However, even with a 16, 000-word memory, it would
be desirable to split up Passes 3,8, and 15 because the
readout times for the additional tables is larger than the

Photostore search times required if these tables are

a4
split,

e. Core memory table search time depends 69 several

. factors -- method used, number of entries, average

entry length, Nx, and hardware implementation. The
following estimates are based on Nx = 15, a block-
stepping followed by entry search technique, and a
conservative hardware implementa.tiorli‘ which saves
hardware by requiring that every alternate memory
cycle be used for character comparison. Also, these

estimates are based on a 2,4 p sec memory cycle.

s S e a e sz wm e

1). Search Input Table:
8K: 1090 entries (18,850 char, ): 1. 4 ms/search
16K: 2690 entries (58,850 char.): 2.0 ms/search

p 2) Pass O: 100 entries, 0. 80 msec/seaxrch
3) Pass 1: £00 entries, .20 " "
4) Pass 2: 240 ¢ 1.10 ' "
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(Split) 5) Pass 3: 50 entries 0.70 msec/search
6) Pass 4; 400 " 1.10 " "
7) Pass 5. 180 " Loo "
8) Pass 6: 360 " 1.10 " "
9) Pass 7: 930 " 1.50 " "
(Split)  10) Pass  8: 50 0.70 ", n
(Split) 11) Pass 9: 500 " 1.20 "
12) Pass 10: 360 " . 1,00 " "
13) Pass 11: 930 v 1.50 " "
(Split 14) Pass 12: 8K: 250 entries 1.00 " "
for 8K) 16K: 1600 entries 1,60 "
15) Pass 13: 930 " 1.50 " "
16) Pass 14: 930 " 1.50 "
(Split) 17) Pass 15: 300 " 1.o0 " "

2)

18) Final Pass Table:

8K: 1000 entries (24,000 char.): 1.4 ms/search
16K: 1500 entries (41, 500 char,): 1.6 ms/search

f. Throughput Rate E stimate:

1) Search Input Pass: (20~word sentence)

8K: 20.core table searches @ 1,4 ms = 28 ms

20 Photostore searches @ 20 ms. = 400 ms

or 16K: 30 core table searches @ 2.0 ms = 60 ms
10 Photostore searches @ 20 ms = 200 ms

8K: 428 ms, 16K: 260 ms

Intermediate Passes: (20-word sentence)

Pass 0; 22 core table searches @ 0.8 ms = 17,6 ms
Pass 1: 53 Y v u @112 " = 63.5"
Pass 2 29 ' " " @l.1 " = 31,9 "
Pass 3: 25 " " " @o0.7 " = 17.5 "
= 1.0 "

1 Photostore search @ 11 "

>
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Pass 4: 29 core table searches @ 1.1 ms = 3.9 ms
Pass 5 27 " t " @lLo " = 27,0 n
Pass 6: 24 ¢ " " @ 1. l "= 26,4 "
Pass 7: 32 v n " @1.5 " = 48,0 "
Pass 8 22 »n n " @0.7 " = 15,4 "
1 Photostore searxch @ 11 " = 11,0 "

Pass 9: 44 core table searches @i.2 " = 52,8 n
2 Photostore searches@l1 "= ?2. o v

Pass 10: 33 core table searches @1.9 " = 33,0 "
Pass 11: 32 " " @1.5 " = 48,6 "
Pass 12: 8K: 33 core table srch. @ 1.0 ms = 33.on
8 Photostore srch. @ 11 " = 88.0"

or 16K: 41 core table srch. @ 1.6 " = 65,6 "

8K: 196.0 ms, 16K: 65. 6 ms
Pass 13: 32 core table searches @ 1.5ms = 48,0 "

Pass 14: 32z " " " @r5" = 48,0 0"
Pass 15; 40 ¢ " r @1.0 ' = 40,0 ¢
1 Photostore search @11 " = 11,9 »
TOTAL: 8K Memory: 719 ms
16K Memory: 661 ms

3) Final Pass: (20-word sentence)

8K: 69 core table searches @1l.4ms = 96.7 ms
20 Photostore searches @20 " = 400,0 "
or 16K: 79 core table searches @1l,6 " = 126, 5 "
10 Photostore searches @20 " = 200.0 "

8K: 497 ms, 16K: 327 ms
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4) Table Accession and Readout:

For two 20-word sentences:

Accession: 8K: 9 Photostore searches.@ 11 ms = 99 ms
or 16K: 3 Photostore searches @ 11 ms = 33 ms
Readout:

8K: 282,450 char. @ 2p sec = 565 ms
or 16K: 382,950 e = 766 ms
For two 20-word sentences: 8K memory: 664 ms
or 16K memory: 799 ms
Per 20-word sentence: 8K memory: 332 ms
or 16K memory: 400 ms
5) Input/Output Time:
72911 Magnetic tape, low density: 15,500 char/sec
Two 20-word sentences @ 6 char/word = 240 char
Tape reading 240 = 16 0ms
15, 500
Start time = 10.0 "
Total 1/O time, two 20-word sentences = 26,0 ms
per 20-word sentence: 13 ms
6) Summary: 20 Word Sentence
8K Memory 16K Memory
Search Input Pass: 428 ms 260 ms
Intermediate Passes: 719 661
Final Pass: 497 327
Table Accession: 50 | 17
Table Readout: 282 383
1/0 Time: 13 13 ﬂ
1989 fns 1661 ms

Processing Rate

10 words/ sec

Ll iy

12 words/sec

W Mi|
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2.3,3.5 Conclusions, These figures reveal that about 25 percent of
the processing time is expended in transferring data in and out of the
system, Both 1/0O and table accession and transfer may be ac-
complished concurrent with internal operations if limited multiplexing
i{s adopted. The resultant production rate would increase 25 percent
from 12 to 15 words/second,

Further increases may be realized by structuring the lexicon
entries for cascaded entry searches with an attendant reduction in entry
size and accession time. Here again a 25 per cent reduction in proc-
essing time may be anticipated so that an operational version of the
Mark II system could realistically achieve a 20 word/second pro-

cessing rate, The system processing improvements required to

-achieve this production rate are realizable with state -of-the-art

computer components, such as the two-microsecond core memory,
Further increases in processing rate would require the utilization -

of developmental higher-performance system components, such as a

one -half to one -tenth microsecond core memory cycle, and of a

system organization with a much greater degree ’of. parallel operation,.

By paralleling Photostore and core memory table processing with the

faster memory cycle timeés mentioned, it will be possible to extend

the processing rate well up into the 20 to 100-word per second range.’
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Section 3: CONCLUSION AND RECOMMENDATIONS

3.1 General

The accomplishments reported in the preceding section indicate that
significant progress has béen made in improving the performance of
the language processor. These accomplishments vary in nature from
linguiétic research to machine organization and in de'gree from com-
pleted tasks which can be opérationally demonstrated to studies and’
designs which will markedly influence future performance of the
AN/GSQ-16 complex. | |
Specifically, an operational lexicon has been completed which

employs the bidirectional single-pass translation technique for the

translation of Russian to English, This lexicon has been demonstrated

to be adequate for immediate requirements. Continued research and
development has been devoted to the newer and more powerful lexical

processes embodying grammatical analysis and sentence structure

determination. Initial studies have also been completed for an improved-

systérn organization,
These accomplishments are ancther significant step in the

evolutionary program in machine translation jointly conducted by the

~ Rome Air Development Center and by IBM Research. As such,

they quite naturally suggest the next step in this program, that is,
the phase of activity which will lead most directly to an operational
complex capable of producing the best possible translations.

The areas recommended for immediate consideration also en-
compass applied and theoretical linguistics as well as system and
Photostore improvement studies, These areas are briefly described
below and are more thoroughly discussed in the subsections which

follow:
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a) continued improvement in the RMD and the operational
bidirectional translation dictionary;

b) a complete transformation of the RMD into multipass
format, generation of new grammar tables for analysis,

and initiation of evaluation testing of the combined multipass
lexicon against random text;

c) continued basic Iinguistic research into specific machine
translation problems, data compilation for the grammatical
feature of government, and Russian grammar;

d) continued studies and logical designs for improved search
algorithms and processing techniques for increased production
efficiency;

e) further development of the Photostore to improve the

throughput of the entire language processing system.

3.2 Applied Linguistics

The development of the bidirectional single-pass translation system
proved the usefulness of the approach to Russian-English mechanical
translation, Great quantities of randomly selected Russian texts were
translated by this program and thé translations were considered use-
ful and acceptable by the readers, It is recommended that furthexj‘
effort be spent on the development of this system - both in broade‘hing
the analysis capabilities of the bidirectional program and in expanding
the lexical contente of the RMD used in conjunction with this program.

Also, it is recommended that the RMD be reorganized into micro-

glossaries along the lines discussed in this report.

The work on the multipass program saw further development
of the grammatical capabilities of the various passes, embodying
almost all of the originally proposed linguistic rules. In addition to

this work,work was performed on a program for automatic conversion

b mr e ————
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of RMD entries to search input state, final-pass, and backup multipass
entries, A .new file, called RMDV,. was automatically constructed, to
be later acted upon by a relatively simple computer program, yielding
the desired multipass entries. It s proposed that this will serve
the multipass needs in the way the RMD serves those of the bidirectional
program - i.e., that all additions to the RMD be converted into the
RMDYV format, to be then converted into the multipass entries by the
standard conversion program,

Further support of these efforts would yield a fully operative
multipass translation system capable of translating random text., It
is foreseen that the testing out of this program could be commenced

around the middle of the present year.

3.3 Linguistic Research

Research is progressing in two vital and specifically MT areas of
interest - a so-called housekeeping program and search strategies.
Work in the former area has developed a specific program for which
the final details are in process of elaboration. The next step will
involve programming, already the subject of many discussions.
Extensive testing will then be required in conjunction with an
optimal search strategy or even with several search strategies. As
for the second area of interest,search strategies, no definitive
scheme has been worked out, But a useful critique of existing
seéarch strategies has been written and inclu;ied in this report. This
critique, as it were, sets the stage for the development of the kind

of search strategy that will permit the most efficient manipulation

_of grammatical rules and recognition of sentence structure, The

next task in this area would seem to be a specification of the

essentlal elements of a search strategy and their relative evaluation
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as a basis for the construction and testing of ithe best type of search
strategy.

An ambitious program for the massive compilation of gram-
matical data for the Russian language has been outlined, This
program is built around the grammatical feature of government
and, as such, is primarily concerned with verbal government. This
kind of information is of prime importance for any MT system in-
volving Russian and for any program of grammatical research on
Russiarn, This information represents basic data for any Russian-
English MT system and basic input for any research program on
Russian grammar, All types of pertinent or even supposedly
pertinent information have been classified and incorporated into
fabl*es for use by prospective data compilers, The tables attempt
to reduce the work of compiling the masses of data to a relatively
small number of controlled steps. The tables are next to be tested
on an adequate number of lexical items before they are presented
to a group of grammarian-complilers.

An extensive an& long-range program for grammatical re-
séarch in Russian has been instituted in accordance with the most
powerful and most interesting concept of grammatical structure,
More specifically, this program aims at a rigorous formulation
of grammatical rules within the framework of a generative grammar.
This work will not only contribute to knowledge of Russian grammar
within the scholarly community but also will generate well considered
data for Russian-English MT and will result in a better understanding
of grammatical rules so that more sophisticated MT eystems can be
constructed, Research in this area of IBM will continue to con-

centrate on constituent structure rules.
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as a basis for the construction and testing of the best type of search
strategy.

An ambitious program for the massive compilation of gram-
matical data for the Russian language has been outlined, This

program is built around the grammatical feature of government

and, as such, is primarily concerned with verbal government. Thie

kind of information is of prime importance for any MT system in-
volving Russian and for any program of grammatical research on
Rusaian, This information fepre sents basic data for any Russian-
English MT system and basic input for any research program on
Russian grammar. All types of pertinent or even supposedly
pertinent information have been classified and incorporated into
fables for use by prospective data compilers, The tables attempt
to reduce the work of compiling the masses of data to a relatively
small number of controlled steps. The tables are next to be tested
on an adequate number of lexical items before they are presented
to a group of grammarian-compilers.

An extensive and long-range program for grammatical re-
search in Russian has been instituted in accordance with the most
powerful and most interesting concept of grammatical structure.

More specifically, this program aims at a rigorous formulation

of grammatical rules within the framework of a generative grammar,

This work will not only contribute to knowledge of Russian grammar

within the scholarly community but also will generate well considered

data for Russian-English MT and will result in a better understanding

of grammatical rules so that more sophisticated MT systems can be
constructed. Research in this area of IBM will continue to con-

centrate on constituent structure rules.

&

2 2

AT




T A

193,

3.4 System Organization

The essential operating characteristics of the Mark II AN/GSQ-16
language processing system have been carefully reviewed during the
past year, with the objective of identifying those areas where changes
in operating technique could materially increase the utility of its
general-purpose and universal table érocess and improve the
effectiveness, efficiency, «ind reliability of data processing,

A thorough study has been conducted of the: optimurm method
for performing rapid searches of integrally addressed lexical sub~
tables, or entry sets, stored in a character-addressable core memory

(high-speed table search). The application of such subtables to com-

‘mon words, addenda, errata, and indices has been explored,

As a result of these studies, some specific modifications to
the search and analysis logic have been formulated. These modifica-
tions are designed to implement the rapid subtable search routine;
which will improve: the translation rate about one to two orders of

magnitude. In the course of this investigation several novel processing

‘techniques were conceived which could effect considerable improve -

ments in the logic routines, It is recommended that these improve-
ments be studied in detail to determiné, first, their fgasibil‘ity and,
second, their logical design implementation. The improved proc-
essing features fall into three categories which are briefly identified

below,

3.4.1 Search Algorithms

In addition to the rapid subtable search routine, several search
routine modifications are apparent which improve processing cap-
abilities, Cascaded searches of logically structured tables, a trace

routine for lexical program diagnosis and data analysis, search
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repetition on detected errors, and a logical comparison capability

may add significantly to system performance,

3.4.2 Data Processing

Natural language string processing can be considerably iniproved

by providing a means of tagging this string directly with specific

data obtained during the process, In multiple pass analysis, valuable
additions in programming capabilities may be obtained by providing

a means of adding, deleting, or rearranging the intermediate lexical
words, Finally, special tables which are selected by, or developed
from, the input text may prove quite effective in processing proper

names, unique errors, and unusual linguistic structures or usages,

3.4.3 System Optimization for Processing Efficiency

The AN/GSQ-16 system organization is being deve-lopec‘llto the point
where an operating configuration based upon a production environ-
ment should be formulated. Efficient procedures can be developed

to overlap many processes now performed sequentially, Other pro-
cedures can be employed in the language processor to effect a signifi-
cant generality in application and a wide compatibility with other

data processing.

3.5 Photostore Improvements

The éxperience gained from the existing Photostore in its regular
use as part of the language translation complex has suggested certain
improvements that could be made to the unit, which would improve
the throughput of the entire AN/GSQ-16 system.

These improvements relate to the capacity and readlng rate.

of the Photostore and its reliability. An effort is being made Avtq create
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a cleaner environment in the Photostore, which would have a definite
bearing on its reliability. The improvements recommended are

described a little more fully in the following paragraphs,

3.5.1 Disk Capacity ,

The capacity of the Photostore disk now in use is 60 million bits.

The disk uses a 0, 360~-inch annulus, which represents only a fraction
of the available einulsion area, Consideration is being givento a
mechanical effort directed toward improving the actua,i:or 8o that

it is capable of a 1-inch throw, which would increase the available

disk storage area by a factor of 2. 5. This change in the throw of the

. actuator would make possible the storage of up to 145, 000, 000 bits

at the present density.

3.5.2 Increased Reading Rate

The reading rate of the Photostore has been increased during the
past year from 1 mc to 1, 55 mc, With the type of circuits now
employed in the disk reader and Mark II system, it is believed.that

a reading rate of at least 2 mc will be achieved in the coming year.

3. 5.3 Reliability

Investigation of present disk-making techniques indicate that the
reliability limit of existing equipment is rapidly being approached,
An alternate technique for disk-making, which has both the ad-
vantages of fast writing and precision control of mark positioning,

has been under study by' IBM Résearch, This technique eliminates

‘the film intermediate by using an electron beam that writes directly

on the silver halide emulsion on the disk at a rate of several

hundred thousand bits per second, It is expectéd that this novel

technique will play an important role in improving photoscopic disk
quality.
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3.5.4 Environmental Cleanliness
It has become apparent during the past year that excellent reliability
can be achieved only after improved techniques have been de -
veloped for‘ eforag,e and transfer of disks and a cleaner environment
is maintained in the reader,

It is recommended that an effort be devoted to the develop-~

ment of handling and storage techniques that will prevent con-

tamination of the disks, and the development of a hood for fhe reader

that will prevent the dropping of dirt particles from the reader onto’
the disk when the disk is not rotating,

3.5.5 Studies of Increased Density

Before increasing the bit density further, it appears desirable to
initiate a thorough analysis of the disk-making procedure and the
electro-optical portion of the disk reader, The objective of these
studies is to recognize and evaluate all pertinent characteristics of
the system as they affect system reliability. It is anticipated that
these studies would pinpoint any marginal elements in the system,
provide guidance in development work, and permit realistic signal-
to-noise and, hence, reliability predictions as a function of disk

bit density,
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APPENDIX I. Samples of Bidirectional Single-Pass Translation

Jlokanau Axajemun nanyr CCCP
1957, Tom 117, N 2

PHIHKA
B. K. BECMAJIOB

K BONPOCY O ®JYKTYALIUSAX MAPAMETPOB
HEKOTOPDBIX JIHHEARHDBIX CUCTEM

(ITpedcmasaeno axademuxox M. A. Jleowmosuuen 8 VI [957)

I. Cneunduueckoit 0CoGCHHOCTLIO 32a4H O pPaCcesTHHIl BOMM, pacnpocTpa-
HAIOLHXCSL B SKPAHHPOBAHHOM JIHHAM Nepefay, Ha HMEIOWHXCA B JIUHHA CJIy-
aitHbIX HEOAHOPOJHOETAX SBAAETCH TO OGCTOATENLCTBO, YTO BTOpHYHLe (me-
peHasyucHlibie HEOAHOPOAHOCTAIMH) BOJIHBL KAHAJH3HPYITCA TeM Xe Tpax-
TOM, YTO H NepBHYHafA BOJHA. Ecau JuiHHa JHNHKM AOCTATOYHO BeJIHKa, TO BTO-
piytoe noje (T. €. aMMJIHTYABl OTPAXKEHHOH BOJHBI H BOJIH APYTHX THNOB, BO3-
HHKAJOIHX B pe3yJibTaTe NepeTpaHCOPMALHH) MOXKET OKA3aThCA CPAaBHHMBIM
¢ nojeM napawuiei soanb, [To 3Tofl npiYHHe MeTOA BO3MYLIEHHI, HCNONbaYe-
Mbiii oOblYHO B 3aAavax o paccefitvn (2 )M He YUHTBHIBAIOIIHA BTOPHYHOrO
NepeHsIyyeHHsl pacCestHHBIX BOJH, OKa3blBaeTcsi NeJOCTATOYHLIM IS peltie-
HHA PsAia BONMPOCOB O BJHAHHH CJAYMailHbIX HEOAHOPOAHOCTed Ha XapakTep-
CTHKH JIHHHi nepefiayH.

Anasnorsyible TPYAHOCTH BO3HHMKAIOT TaKxe TNpH PelleHHH paga APYrHx
jajay, TAe peub HAET O BJAHAHHH CAYYAHHbLIX OTKJOHEHHi NapamMeTpoB Ha
XapaKTEPHCTHKH JIHHEIHOH CucTeMbl. B KauyecTBe npHMepa MOXINO NPHBECTH:
GUALTP (MM JHHIIO 34/EPXKKH), MApaMeTpbl AYeeK KOTOPOro HMelT HEKOTO-
pHIil coryvaiinbifi pa3époc OT HOMHHAJIBHBLIX 3HaYeHHil; saMny ¢ Geryueft BoA-
HOif, B KOTOpPO#H HCNO/bL30BAHA 3aMelaflOWias CHCTeMa CO CJAy4aHHBIMH Hapy-
(IeHHSIMH CTPYKTYPBL; KoJaeGaTe blbiil KOHTYD, NapaMeTpsl KOTOPOrO MEHRIOTCS:
CKaukaMH CJIyuaiHoii mesqHuinsl, H T. 11, PellleHBe Takoro poaa 3amay MOMXeT
GbiTb CBEEHO, NPH H3BCCTHHIX AOTyMeHHsx (cM., Hanpumep, (%)), K Hceaeno-
BAHHIO CHCTEMBbl JIHHEIHBIX PA3HOCTHBHIX YPaBHeHHIL,

Y/ (n) = A/h,(n) Yh (fl— l)r i’r k= i; 2' ey L, (])

K03 PHUHENTH KOTOPHIX ABIAIOTCA CAYYAHBIMH (DYHKUHAMU L.

Haxoxnenue HapGoJice MOJHOH XapAKTEPHCTHKH CJyuaitioro npolecca
Y;(n) — pacnpeseneuns nnotnocreit sepostHoctn W(Y;, _n) — ceasaso co
3HAYMTEABIBIMK TPYAHOCTSIME Y MOXKeT GbiTh BBINOAHEHO JHGO B pe3yabraTte
HecneaoBakua obutero pewennst cuctemsl (1), JinGo nyTem pelleHust cooTser-
crpyloux Auddepenunansio-pasocTisbix  ypapuennit gas W. OpHako Bo
MHOTHX cJayyasix HeoGXONHMYIO HHGOpMAUHIO O Ciay4ailHOM npoitecce AAOT
MOMEHTH! W (hYHKLIHH KOPpPeRAILHH.

B. HacTosiieli paGoTe npHBOAHTCA ofLuee peuicHiHe cHeTeMbl (1) m cpaBHH-
TeJILHO NPOCTOH METOX BHYHC/IEHHS MOMEHTOB H YHKUHIT Koppeasuuu. B ka-
YectBe. IpUMePa paccMOTpena: Henoyka mpocreitix [-o6pasuuiX weTsipexrio-
AIOCHUKOB ¥ KoJeOaTenbHLil KOHTYP ¢ (PAYKTYHPYIOLIHMH MapaMeTpaMH.

4 JAW, 7. N7, Ne 2 ) ) 209
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2. Jliis OTLICKAHHA PEUICHHSt CHCTEMbl PA3HOCTHBIX JIMHeHHBIX YPaBHeHHIT
¢ nepeMentbiMi KO3 HIHENTaMH MOXKeT GBITb HCMOJb30BAH MeToj MocJe-
RoBaTeJbHLIX NpHOMixKenit. B oranune or andipepennmnanshbix ypanuennii,
rAC B KaXAOM OTAC/BIOM Cjlyuae HeoGXOAWMO JOKA3hiBAaTh CXOAHMOCTH. PfAAa
npHGJMIKEnHii, 3leChb BCeraa MOXKIIO BLIGpaTh HyJICBoe NMPHOJHIKeHHe TAKHM
06pa3oM, YTO Ha JOGOM OrpaHHUEHHOM HHTepBaJie KOHEYHOe YHCJIO NOCAefo-
BATENBHBIX NDHGIHKEHHT NTPHBOAKT K TOYHOMY pelleHH:o. [Ipu sToM, oueBua-
HO, NEPBOHAYAJILIOE NPCANONOXKCHNE O MaJSOCTH BO3MYILEHHSI KO3(PHILHEHTOD
CTaNOBHTCA HILILIHEM,

3anniweMm Ko3hdHUHEHTH ypaBHennii (1) B BHae

Ap(n) = Aju + pap(n). 2
Pemwenne cuctemu (1), yros/aersopsiouiee HAMAALHBIM YCAOBHAM
Yi(n)aeo=Cj, @)
6yjeM HCKATh B BHAE pAAA 110 CTEHEHAM B
Yy(m) =X w{? (m). (4)
=0

Torna, noacrapass (4) B (1) »w rpynnupys uienn ¢ OAHHAKOBHMI
CTENeHAMH P, NOAYYHM

Yi(n) = AWY (n—1) + ap(n) Y (n —1). (5)

Ecau norpc6opats, uTOGH Yf’(n) YROBJAETBOPAAN HauAJABHBIM YCJO-
BHAM (3), TO, KiK NETPYAHO BHAETL, pAA OGPLIBAETCH NPH S =N, TAK Kak
nce Y§? npw s> n tompecrsenno o6pamaiorcs B nyap. J[lecTBuTeABHO,
Y (0)=0 npu s >0 no subopy ny/esoro snpubauxkenns. U3 (5) oue-
BuanG, uto Y (n) =0, ecan Y (n —1) =0 u¥2 (n — 1) =0. Corsac-
HO MCTOMY HHAYKNMH oTclopa caeayer, uro Y¥(n)=0 npin s>n.

BiiGitpan coorpeTcTByiomwiM 06pa3oM C;, MOXHO YAOBAETBOPHUTL Ji0-
HOM IpaNHuYNBIM. YCAOBHAM (3aRaHNBIM He 006s3ateabHo npu n = 0).

Hanpumep, oflee pelenne ypaBHeHHS BTOPOro NopAAxa ¢ ONHHM MNepe-
MeHHHBIM KO3 HuHelnToM *

Y(n+ 1)— (@ + P(n)) Y () + Y (n—1) =0, 6)

noayvyeHHoe METOAOM TOCJIEN0BATENbHBIX NPHOAHKEHHA, HMeeT BRI

Y (n) = Ae'™ «

n—1 n—t fs—1 St s
[l + Y @sing)™ Y Y ... XTI Py, [—e”?w(fn—/m +1) I]l+
s-1 =t fe_g=1 fomtmey ;
+ Be"‘”’u" %

‘ n—1 n-y  Js—1 f—t s
[

1 + E (21 s‘ln(p,.f" 2 2 . )—: n P/m [l _e-’—.l'-!vi,(/m“/:u+'1)];l-' (7)
P} Jor VY5 _g~1 St me ’ i
rae A u B — npousBsosbiibie mocTosiNble K o = arc cos (Do/2).

* Taxkoro suaa ypaBHeHHe MOAYYNETCA. NPH HCCACAOBAHKN LENOUKH YETHIPEXNOMOCHHKOD
HANH C NepeMeHiLIN MOCNEAIOBATEALNLIM CONPOTHRACHHEM HAK C Népementiofl wyHTHpYwuLe
€MKOCTBIO. :

210
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Ecnu sennunnu P (n)orHocuTesibHo Maan (p<1), To BO MHOTHX Caydasx
MOXHO OrpaHHYHTLCA TIEPBBIM () HJH BTODPHIM: NPHGIHIKEHHEM.

[Moekilletine nOpsiAKa PasHOCTHONO YPABHEHHA (CHCTEMBI). M YCJOMHeEHHe
KO3QOHIIHEHTOB NPHBEACT K AanbHelllleMy yBeJHUeHHIO TPOMO3JAKOCTH pelie-
HHA, YTO OTPAHHYHBAET BO3MOXHOCTb €ro lipHMeHeHHs MPH H3YYERHH cayyali-
HbIX npolieccoB. BmecTte ¢ TeM, ecau uncsIo siueex MaJjo (HanpHmep, B ¢uib-
Tpax), oGulee pewieHne THRa (7) MOXeT GHTb C YCEXOM HCNO/NB30BAHO MIS
HCCICAODAHIA BOIMYLLEHHI, 06GYCNOBNEHHEIX CAyYailHBIMit H3MEeHeHHAMN na-
paMeTpoB siveex.

3. Cpeanne * xapaXTepHCTHKH BeJH4HH, OnHCHBaeMuix (1), MoxHo HafTi
JAOCTaTOYHO NMPOCTO B TOM CJAyYae, Koraa npouecc Y/(n) ssnserca mpocroft
uenblo Mapkosa. [locsienee uMeer Mecto, ecJiu:

a) cayvaitnble Gyrkunn Ay (n) HeKOpPesHPOBAHHH **, T, €.

An () Ay (m)=Ap(n) Ap(m); (8)

6) rpaknuviinie (HaMaabHHE) YCJAOBHA 33JIaHH NPH OAHOM H TOM Xe 3Ha-
WeHHH n, nanpumep npun n=_0,

. Y(A)|amo =Y. 9)

Tpn aTOM ypaBHeHnHs M HAYaAbHHE YCJAOBHA MMl Y {n) NoAy4alwTCA Cpa-
3y xe nyteMm ycpeaHenus (1) u (9), T. e.

Y (i) =An(a) V(n—T);  Vi@) a0 =Y]. (10)

Takum o6pasom, cpeanne 3uauenuss Y;(n) B Uenoykax €O CAYHaAHH-
M napaMeTpaMH NPH BHNOJANEHHH ycaopuit (8) u (9) pacnpepenennt Tak
Ke, KaK. M BeJHUHNR Y;(n) B uenouke co CpeAHHMH 3HAYEHHAMH napa-
MCTPOB Ajx(n) M ycpeaneHHHMH HAYANbHHMH YCAOBHAMH ***,

Ipn Tex we npennoaoxenusx (8) n (9) cucrema ypabienuft st cpen-
HHX 3HauenHA npouspenenud Y;(n)Y; (n) = &) (n.0) noayuaeres mnocae
ycpeaneHufi npoussenenuit ypaBHeHnHt (COOTBETCTBEHHO, MPABHX H JEBHX
yacTefl) cucremu (1) Ha ypaBHEHHS KOMIIICKCHO CONPAKEHHOR CHCTEMM ****
B peayaprate noaywum L? ypapuennit

bu(n, 0) = A (n) A, (n)bip (n— 1, 0). (1)

* 3nect. H B AajtbHefileM HMEETCH B BHAY. YCPEAHEHHE MO aHCAMOMO.

** [IpH HanHYHK KOPDeNsLlHH B KOHEYHOA OGAACTH, T. €. ecaH (8) BLNOAHAETCA TOABLKO
api. |m—n| > v 0, npouecc Y,(n) sBasetca cnoxuoR uenwo Mapkopa. IMocnepimn
MOWeT GhiTh CBEfieHa K DPOCTOR uent (%), OAHAKO YPABHEHHA, 3HAYHTEALHO YCAOKHATCH,

*** OrmethM, 4YTO, BOOGUIE TOBOPS, CpenHEe SHAYCHHC HATMPANEHHA H TOKA B AHCAMONS.

HENOYEK HCTHIPEXTONIOCHHKOB GéB NOTEPh -MOMET . U3PACTATHL HAH. YOLBATH NO. IKCIOHEH-
UHANBHOMY 3aKOHY. :

$¢** YpaBHennst AAA MOMEHTOB BTOPOrO NOPAAKA (HAH APYFHX CPEANHX BEAHYHH) MONHO
NOAYUHTL. W APYFHMH nYTSMH. B. 4acTHOCTH, MOMNO BOCNO/BIOBATLCR AH(MPEPeRUN 3ALHO

PA3HOCTHEIM YpaBHeHHEM (KOTOpoe 3fiecb GYAeT GECKOHEYHOrO NOPAAKA) AASi BeposTHOCTER

NEpEXOAA  YAH We nepeATH OT PAIHOCTHOTO, YPABHCHHR. (1) X CYMMOBOMY (ama’sor MuTer-
PANLHOrO) B HCNOABIOBATDH. METOL,, UPHMEHCHHBIA B.pa0OTE (%) RAR HCCACAOBAHHA: HHTEFPANL-

HErO ypaBHeHHA CO cayuaBnuM sapoM, McnosbsyeMmull; 3aech Mero NPHBORMT X HYWHOMY

peayapTary Gonee KOPOTKHM NYTEM..
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‘ Ecnuy.s:.fﬁazemu MaTpullH KosdduiuneHToB ((11) He 3aBHCRT OT n, TO,
flonaran ** Em(n, 0) =Eux(0, O)a", W3 yCAOBHA CYLIECTBOBAHHA HETPH-
BHa/JbHOTIO pelleHHA HakaeMm ‘

det| Aji(n) Ay, () — by, | =0, (12)

tae 8, — cummoa Kpowexepa. Ypasnenne (12) onpenenser L® awauenuis

& W, ‘CACAOBATENBHO, L* snHeflno  wueanpucummx. pemennit & (n, 0),
C NOMOMIbLI0 KOTOPHX MOMHO YROBJAETBOPHTH HAHAJbHHM YCAOBHSM

En (m, 0) loo = VYR . (13)
. Ymuox(a‘n (1) na Y;((j_—rn) n ycpeanss, Asa Qyskunit xoppeasuni
ta(n, my=Y(n) Yx (n—m) noayuum L (COOTBETCTBEHHO HHAEKCY R, Tpw:

HHMaoWeMY 3Havenus or 1 A0 L) cuCTeM, KAKAas H3 KOTOPHX COCTOHT
u3 L pa3noCTHLIX ypasHeHHH
Elh (nb m) = A“ (n) En (fl - l» m— ])' (14)

Pemenne cucreM (14) npu uspectnnx £ (17, 0) HAXOAMTCH MPOCTO.
AHBAOrHYHO MOXHO BHYHCJAHTb H MOMEHTH 00/€e BHCOKHX NOPALKOB.

4. Pacnpenenenne CPeAHErO KBAAPATa MOAYAA HANPAKEHHA B MENoy-
ke npoctefwnx I'-06pa3HuiX YETHPEXNOMIOCHHKOB € (PAYKTYHPYIOUMH
fnocaenoBaTeAbHEMN conpoTHBaeruaMy (X, = X, {1 + P (n)}), noayuesutoe
npHBEACHHEM METOAOM B MPEANOJIOKEHHH, YTO P (n) P (m) = p*8e, P*K],
W HArpY3Ka H& BHXOAE COr/JacoBaHa, HMEeT BHAL: .

VP =|Vs| l(l — prig? %—)exp(2p'n tg? 32—) -
. 2n —1 )
—ptig? %_s_‘"_(;%%? -exp (— pintg? %—)] ’ (15)

rae ¢ — cABHr ¢a3n Ha OAMH deTHpexnoaiocHuk. M3 (15) caeayer; uro
npu Goabwux n peanduna |[V*(n)| BO3pacTaeT NO SKCMOHEHUHAABHOMY
3aKOHY. AHANOTHYHO CPEAHKA KBAAPAT MOAYAR TOKA B KOAEOATENLHOM KOK:
Type C.eMKOCThIO ayKTYHpYiomeh nio 3akony C () = Co {1 + P(rm)) " raet—
BpeMs W n — Uesas 4acTh f/t, onucusaerca Gopmyrof

wt 8in 2wt

[Tl {[1 —p* (sin* o — Foiar

iIntwt-sin 2 (n—1) wt , ot 2 )w .
—p [ sindin=f)or j excornd ) “|exp (—pnsiner)),  (16)

)] exp (2p*n sint wt) —

rae © — pe30HaHCHas YacTOTa HMAEANbHOrO KOWTYpa; t-— BpeMf, Hepes
KOTOpOe H3MEHSETCH eMKOCTh. ,
Ypasuenre (16) nokasusaer, H4TO H3-3a . GAYKTY8UHR EMKOCTH 3ana-
CeHHas SHeprus B aHcamGie KOHTYPOB CO BpEMeHeM BO3PACTAET, MpHueN.
npu ¢ — 0o MakcuMymH 'L [1* (L, ‘t)‘l comst Ha6A0AAI0TCA NpH <, YAOBJe-

TBOPAIOIMX ypaBHEHHIO 2wtclg wt=I. [ocaeanee coBnajaer ¢ ychao-
BHEM MAKCHMyMa CpelHero KBajpata NJOTHOCTH aMIIHTYAH CnekTpa
¢dynkunn C () Ha ONHOA M3 4aCTOT, COOTBETCTBYIOLIUX N8 PAMETPHYECKOMY
peaonancy (*). [Moayyennne pe3yabraThl HETPYRHO 0606IIHTL HB CHCTEMH.
€O CAYUafiHO M3MEHAIOUIHMHCA HHTEPBAJIAMI <.

bt rr Wb

$444¢ Ecnn CTATHCTHYECKHE CHBORCTBA Ajh 3aBHCAT OT 71 (ManpHMep, Ha 3aAGHHYI0 3aBHCHMOCTb

A (n) MaxasasmaoTen cayvahnwic soamymeyns), To A (n) Ayp (n) + const n pemenne: cicre-

Mb (1) 3anMCHIBAETCA. B BNAE KOHEYHOTO WHCAA MHOTOKDATHEIX cymm'(n..2). Tpyritocts mccae-

ﬂnguﬂpemeuuu B.KANAOM KOHKDETHOM CAYYae GYAET ONPEACAATCN XAPAKTEPOM SABHCHMOCTH
/ . '
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5. IpupeaenHuii METOA pacyera yCpPeiHEHHHX BEAHYHH MOXET OHTH

HCMONL3OBAIl 1€ TOJLKO IPH I3YYEHHH CHCTEM CO CTYNEeHYaTHM H3Mele-
HUEM M2PaMETPOD, HO TAKIKE H CHCTEM C HENpPEepHBHHMH (AYKTYaUHAMH,
ecan QopMmy nocaeanux (B MPOCTPANCTBE HAH BpEMeNnd) MOXHO C onpeje-
NeHHONl CTeneHpd TOUNOCTH CUHTaTh nobTopsiowedica. Takum Mertoaom,
HanpHMep, MOMNHO OLEHHTh BJAHMIHE 1ICOLOPORHOCTER B UHAHHAPHUECKIX
auuusx nepenay (7).

B saxsmouenne ADTOp BHpPaXaerT npuanateasuocts A. B. Tanoxosy 3a
COBETH NpH BHINOMHEHHH pa601"u

HayuHo-HccnenoBaTenbckil  panHodaHdeckKHR  HHCTHTYT Hocrynuio:
npu I opbxoncxou TOCY/{aPCTBEHNOM YHHDEpCHTRTE 3.V 1957
. H. K. Jlo6Gauesckoro -
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Bidirectional Single-Pass Translation

Reporis of Academy of sciences of /by

© USSR 1957. That/volume 1 17.No. 2

Physicist

V. 1. Bespalov

Concerning the Question of Fluctuations

of Parameters of Certain Linear Systems

(Presented by academician M. A. Leon tovichem 8 VI 1957)

1. Specific peculiarity of problem concerning diffusion of wave, spread in shielded
transmission line, on available in line of accidental heterogeneities is that circumstance that
secondary (overradiated heterogenities) wave are sewered the same channel that and primary
wave. If length of line sufficiently great, that secondary field (i amplitude of/by reflected wave
and waves of other types, appearing as a result of peretransformatsii) can appear comparable
with field of/by failing wave. By this cause perturbation theory, utilized usually in problems
concerning diffusion (!, 2 and not considering secondary overradiation of
absent-minded/scattered ., wave, appears insufficient for decision/solution of series/row of
questions about influence of accidental heterogeneities on characteristic of transmission line.

Analogous difficulties appear also at/during decision/solution of series/row of other problem,
where it is a .question concerning inﬂuence of accidental deflections of parameters on
characteristic of/by linear system. As example it is ‘possible bring: filter (or delay line),
pardameters of cells of that have certain accidental scattering from nominal values; tube/lamp
with traveling wave, in which used delaying system with accidental disturbances of structure;
oscillation circuit, parameters of that change races. of random variable, and others
Decision/solution of such kind of problems canbe reduced, at/during known assumptiornis (see;.'for
example, 3)), to reseasch of system of linear difference equations.
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coefficients of that are function of a randoms n. the most full characteristic of accidental process
Y (n)-distribution probability density W (Y, n) - combined with significant difficulties and can
be carried out or as a result of research of general solution of system (1), or by means of
decision/solution of corresponding differential-difference equations for W. However in many
cases necessary information conceming accidental process quarter-deck moments and function
of correlation.

In this work is brought/listed general/more general solution of system (1) and comparatively
idle time/simple method of calculation of moments and functions of correlation. As example
considered iterated network of simplest I'-graphic quadripoles and oscillation circuit with
fluctuating parameters.

2. For detecting of solution of system difference linear equations with variable coefficients
can, be used method of successive approximations. As distinguished from differential
equations, where in.every separate case neobkhodimo prove convergence series/rowa pribli-
zheniy, here always it is possible to select zero approximation/approach by thus that on any
limited interval final/finite number of consecutive priblizheniy brings/lists to accurate decision/
solution. With this/besides, obviously, initial assumption against/concerning smallness of dist-
urbance of coefficients turns unnecessary.

Will record coefficients of equations (1) in the form of

Ap(ny=Ad\ + pap (n). @

Solution of system (1), satisfying initial conditions

Yi(@) o= Cy, - T ® s

i
,

will search inida of series/row along/by degrees u

Y(n)= Eowr’w. ' ()

it

| ©
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Then, substituting (4) in (1) and grouping. members with identical degrees. u, will
receive ’

Yi(n) =AWY®(n — 1)+ ap () YE " (n —1). (5).

If demand in order to Y‘,-o’ (n) satisfied initial conditions (3), that, how/as simply see,
sevies/row is break/stopped at/during s = n, since all Y{¥ at/during s > n identically are turned in
zero. In fact,Y'*(0) = O at;during s.> 0 along/by selection of zere approximation/approach. Out of
(5) itis.obvious that Y (n)=0.if Y™ (n-1)=0and YZ) (n—1)=0. According to method of

induction it follows from this that Y*' (n)= 0 at/during s > n.

Selecting in the appropriate way C;, itis possible to satisfy any boundary conditions (given
not certainly/obligatory at/during n = 0). '

For example, general/more general solution of equation of the second order with. one/only
variable coefficient*

Y(n+1)— [{®+PM) ) Y(N)+Y(n—-1)=0.

received method of consecutive approximatior;s, has the form of
Y (n) = Ae!™

ey, n—y Js—1 f—1 s ’ N
Il + X @smg)™ B X ... X 1P, [frimaet — I']}+

- fami fggmt fomt met . ¥

+ Bc"l'r." X

. ] w—t Je—! f—=t & L ) .
{ 1+ Z (2jsin ?»u"—' 2 : 2 cee x n P,'_.,..,,!;!;—— c-!"-‘fm’/m 'H)'].’L )

= . R 2 - (

i gy St vl

*Such form-equation happen/obtains nt/ddrlng research.of iterated network of guadripoles or with-variable conpecutlvg

resistance or with/from variable shunting capacity.
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where A and B - arbitrary constant and ¢o = arc cos ($o/2).

If magnitude P (n) relatively/concerning small (u << 1), that in many cases it is possibi'e to be
limited first (?) or second appmximationiapproach.

Increaseé of order of difference equation’ (sysiem) and complication of coefficients will
bring/list to further increase of cumbersomeness of decision/solution, what limits possibility
him/his/it/its application during the study of of accidental prdcesses. Together with that, if
number of cells little (for example, in filters), general/more general decision/solution of type (7)
can be with success used for research of disturbances, stipuldted accidental changes of
parametersof cells.

3. Average* characteristic of magnitude, described (1), can be found sufficiently simply in that.

a case, when process' Y (n) is idle time/simple chain/circuit Markova. Last takes place, if:
but) function of a random A;; (n) uncorrelated**, i

Ap (WA (m) =An () Ay (m); ' ®)

b) threshold (initial) condition are given at/during one and the same value n, for example
at/duringn=0

Y1 (1) in-o = Y?. 9)

With this/besides equation and initial condition for Y (n) happen/obtain immediately indeed by
means of averaging (1) and (9), i

Y =Ann) Valn—1); Vy(n)]aee = Y3 (10)
)
* Hére and in the remainder is ln view averaging along/by ensemble. .
+* At/during presence of correlation in-final/finite region, i if (8) is executed only at/during jm - n| # » » 0. process Y, (m)
is in a complex. way/it is difficulty’ chain/circuit Markova. Last can be reduced to idle time/simple chain/circuit (%),
however. equ-M significantly will be complicated. :

R Y
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Thus, mean value Y,__(n) in.iterated networks with.accidental parameters at/during fulfillment
of conditions (8) and (9) distributed the same way, as and magnitude Y; (n) in iterated network
with mean values of parametersm and neutralized initial conditions***. . .

With those same assumptions (8) and (9) system of equations for mean values of products
Y;(n)Y; (n) =E&x(n,0) happen/obtains.after averages of products of equations (correspondingly,
right and left sides) system (1) on equation complex joint system****. As a result of will receive L?
equations.

t (n,0) = A (n) A, (n) by (n— I,' 0).
{(Im)

If elements of matrix of coefficients (11) do not depend on n, that, considering***** ¢, (n,0) =
£,:(0, 0) a" out of condition of existence of nontrivial decision/solution will discover.

det | A1 (n) Ay (n) — adyins [ =0,

12y

where 3, - kronecker symbol. Equation 12) determines L™ values « and, consequently L2

linearly independent solutions £, (n, 0), with the help of that it is possible to satisfy initial
conditions

En (1, O)famo = VLY. .
a3y

**+ Let us note that, generally speaking, mean value of voltage/effort and cuirent in mble. of chains quadripol L
without rub can increase or diminish along/by exponential law.

*+++ Equation for moments of the second order {or other average magnitudes) can be olitained and other ways. In
particular, it is pssible (o be used differential-difference equation (that here will be h;fmlte order) for transition
probability or indeed cross from ditference equation (1) to sum (analog.of integral) and use method, applied.in work (%) for
investigation of integral équation with accidental nucleus. Utilized here method brings/lists {o needed result more short

r way. ' .

*+sw2 If gtatistical properties .A/x. depend on n (for example, on given dqpé‘lidenc'e A,/‘h (n) are placed‘accidema'll

disturbances),.that A ,,(n)'A; » (n) # const and solutionof sva}em (17) is recorded'in the form of.final/finite number of:
# ‘multiple sums (pood 2) Difficulty of Investigation of decision/solution in everyfcon(;‘rgtepase will.be det,ermined_,chér_ucter

of dependence A. ,»),r from n.
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~ Multiplying (1) on Y*,.(n — m) and neutralizing, for fu:iictions of correlations € (n,m) = ' ‘ (n)‘m

Y% (n —m)will receive L{correspondingly index k, admitting value from 1 to L) systems, everyout
ofithat consists of L difference equations

£, (mm=A, (ME (-1 m-1)
149)

Decision/solution of systems (14) at/during known £,¢(n, 0) is simply. Analogously ifis.possible
to calculate and moments more high orders. :

4. Distribution of average square of modulus of voltage/effort in iterated network of simplest
F-graphic quadripoles with fluctuating consecutive resistances (X, =Xo { 1+P(n)} ), received
brought method in assumption that P (n) P (m) = p%,, , P* << 1. and load on output/exit
coordinated, has the form of:

V()2 ==;V5 {(l —ptigt ?7) exp(2p‘.'~'n g2 ¥, )__
2n—1)7 )

7 sin ( . [ e 7 .
=gy g expi—pingt ),

2

(15)

where ¢ — phase shift on one quadripole. Out of (15) one should. that at/duringlarge n magnitude
|[V2 (n)| increases along/by exponential law. Analogously average square of modulus of current in
oscillation circuit with capacity of/by fluctuating along/by law C (t)=Co {1 + P (m))*, where t -
time and n - whole part t/7, is characterized by formula.

pE ()] st {[1 — p* (sintwr: ~ wrsin L“‘A"")]fe‘xp(_“.lpzn sin® wz) —

2sin? ot .
g wesin 2 (n=Nwr | wicos(2n 4 1) ws
[P G S ),

16
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where w — resonance frequency of ideal circuit/contour; r ~ time, through that changes capacity.
Equation 16) shows that because of/from behind fluctuations capacity store energy in

ensemble of circuit/contours in time increases, and besides at/during t-+. « maxima 1/2L|i?(t,7)}

. : sz . . . . i, f-const
are observed at/during r, saiisfyirig equation 207 ctg wr=1. Last coincides with condition :)!t

maximum of average square of density cf amp_litude of spectrum of function C (t) on one of
frequency, corresponding parametric resonance (%). Received'results simply generalize on system
with/from accidentally changingintervals r.. :

5. Brought method of calculation/crew of neutralized magnitudes can be used not only during
the study of of systems with step change of parameters, but also and sysfems with continuous
fluctuations, if form of last (in space or time) it is possible with/from definite degfeé of accuracy
count/consider repeated. Such method, for example, it i possible to estimate influence
heterogeneities in cylindrical lines of transmissions (7).

In conclusion author expresses gratefulness A. V. Gaponovu for/after councils at/during
fulfillment of work. '

Scientific research radio physics institute
Proceeded
at/during GorkiGorkovskom state university
3 1957
him/it/them. N. I Lobachevskogo
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JKYPHAJ
SKCIMEPUMEHTAJIBHOM U TEOPETHMYECKOM ®HU3UKU
TOM 42 ’ 1962 : BbIIl. 3

O BO3MOXHOCTH YCHJIEHHA YJIbTPA3BYKA B MOJIYMETAJUIAX
B 3JIEKTPHYECKOM MNOJIE

P. &, Kasapunos, B. I'. Crobos

B3anmoneficTBie 3BYKOBOM BOJIHBL C 3/IEKTPCHAMH NPOBOAHMOCTH B KPHCTaN-
Jie NPHBOAHT K AHCCHNAI(HH 3BYKOBOA 3Hepruu. Ipu 3toMm cyuiectBeHHoe BJHA-
HHe Ha NpOXOXIeHHEe 3BYKa MOXET OKa3aTh HaliMyHe BHEUIHEro 3/eKTPHUECKOro
nosas E. B pa6ore. Xarcona, Mak-Ou # VYaiita {'] o6HapyxeHO uHTepecHoe
ABJACHHE: YCHJIEHHe Y/AbTpa3Byka B noaynposoinuke CdS B 3JeKTpHYECKOM
noJjie. B-3TOM KpHCTan/ e HMeeTCs CHIAbHOE Nbe303/eKTPHUECKOe B3aHMOAeACTBHE
3JIEKTPOHOB. CO 3BYKOM. OAHAKO NPHHLHNHANbHASA BO3MOXKHOCTb YCH/ieHKA 3BY-
KA 3€KTPOHAMH NPOBOAHMOCTH B 3JIEKTPHYECKOM T10/1e He 3aBHCHT OT KOHKper-
‘HOro Xapakrepa BlaumopeHcTBHsA. SdipekT HMeer caeayioilyio npupony. B or-
CYTCTBHE 3/1eKTPHYECKOIO NOJA 3/1eKTPOHH MOr/IOUIAIOT 3BYKOBYIO. SHepruio Q.
.3T0 NPHBOAUT K NOABJIEHHIO 3JIEKTPOHHOTO aKYCTHYECKOro-ToKa J, nponopuso-
HanbHoro Q,. IloaTtoMy 3aBykoBas 3Heprus, norsiolaeMas 3J1eKTPOHAMH B-eAH-
HMILYy BpeMeHH, B JHHefiloM mo E npuGanmxenun ectp Q@ = Q, + JE.
Ecau auagenne E takoso, uto @ < 0, TO HMeeT MECTO YCHJIEHHE 3RYKa 3JIeKT-
poHaMH.

IIpn norsoueHHH 3BYKOBOFO KBAHTa CKOPOCTb 3JIEKTPOHA H3MEHAETCA Ha
BenuyuHy FKix/m (% — BONHOBOR BexTOp 3BYKa, m — 3(xbeKTHBHAA Macca
3JeKTPOHA). 34 BpeMs MEXAY CTONKHOBEHHAMH T 3]EKTPOR NOAYyYaeT CpefHee
cmeiene A = Axv / m. IIpH CTONKHOBERHH CKODOCTb 9/IEKTPOHE MEHSETCH, M
OH +3a6LiBaeT» O nonydeHHoM uMnynsce, [loatomy' akycrhueckufi Tok

J = efintv/m, ()

TAe v -—— YHCJO 3BYKOBHX KBAHTOB, NOIJOILAEMbIX 3/N1€KTPOHAMH B EIHHHUY
BpeMeHH, ¢ — 3apAA SMieKTpoHa,
Yuutupan; ut0 Q, = Rav (0 — 4acTOTa 3BYKa). NMPEACTABHM BEJHYHHY

Q B dopme
Q = Ql + xvs4/0), @

apech v¢4 = etE / m — cxopoctb Apefida.

Taxum o6pasom, ecni BEKTOPH % H V4 aHTHNApaA/eibHH, 3 CKOPOCTh apefipa
U4 Gosibuie ¢a3oBofi CKOPOCTH 3BYKa S, TO Koawmunem- NOr/IOIEHHS 3BYKa
I'=Q/W okasuBaerca orpHuaressueMm (W = po*ul sV, /2 — notox
SHeprHH B 3BYKOBOH BOJHe, p — IJIOTHOCTH KpHcTaiana, V, — ero ofbem,
Uy — aMIVIHTYAHOE 3HAuYeHHE CMEWeHHst B 3BYKOBofl Bosne). 310 ABasiercs
CJie/ICTBHEM HEPaBHOBECHOCTH DACNPENE/iCHHA I/IEKTPOHOB B IJEKTPHUECKOM
none. BennunHa fi(@ + %v,) npencrasiaser coboit cpelHee nO pacnpefeneHHIO
H3MEHEHHe KHMHETHUeCKOH 3IHEPrAH 3JIEKTPOHA NpH NOIJOWERHH 3BYKOBOIro
kBauta. EciH 3Ta BesHuHH& OTPHILATEbHA, TO BEPOATHOCTb HCNMYCKAHHMSA KBaH-
Ta CTAHOBHTCA' 6on_‘5me BEPOATHOCTH TOIVIOWIEKHA H NPOHCXOAHT BHIHYIKACHHOE
-queuxoncxoe',uannguue 3ByKa. o .

P
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Haubosee NOAXOAAUMME KPHCTAMIAMH AJIA 'YCHJIEHHS 3BYKA, NMO-BHAHMOMY,
ABASIOTCA [OJAYMETANIL THNA BUCMYTA. IIpH HH3KHX Temneparypax Koaddpuith-
€HT PelIeTOYHOTO NOTJVIOWEHHS. B BHCMYTe ['p OTHOCHTENILHO MaJl, @ SJIeKTPOHHKIA
Koappuumuent Ty = Qo / W nosoabno Bedank. B To ke BpeMs [Axoyaesa
MOUHOCTb P = nmud/t Cp4BHMTENbHO HEBEJMKA, MOCKOJBKY KOHUEHT-
PalHA 3NEKTPOHOB i H HX 3peKTHBHAA MacCa m B BHCMYTE Majbl, a4 T — Be-
JHKO.

Moxiio nokasaTh, 4TO BhlpaKeHHe (2) Aas Q oCcTaeTcs CNpaBe/IMBLIM ¥ TIPH
Haanukk MarkutHoro noas H | E. Tipu atom B cayuae Qv -1 (Q = eH / mc,
¢ — CKOpOCTb CBeTa) CKOpocTb Apeiida vy papHa XonaoBCKOH cKkopocTd cE | H
H HanpasneHa nonepek nosefl E v H, a Beanuuna Q, Ao/mxHAa OuTh BHUKHCCHA C
yuerom MarHuTHoro noss. OkaswpBaercsi, uto B cayuae xR <1, xi>>1 (R =
"= vp/ Q; | = vpt, vp —cKOpOCTL PepMH) BuipaxeHHe ANA KospduuHenTa
NOT/IOWEHHA 3BYKA HMEET BHA

T = (l + %Acos, cp) To/icos @, (3)

) TAE ¢ — Yron MeXAy BeKTOpaMH % K vy, I'o — KosbpuuHeHT norjoleHns

£ npu E=H =0 [?); yroa 0 Mexay sektopamu % H H JloJxKeH yAOBAETBOPATL
YCJAOBHAM

[cos@| > s/ vF, jecos®|>1/xl. (4)

N Takum o6pa3om, KO3PHUHEHT YCHIEHHA 3BYKa NPH HANHYHH CHABHOTO

MAarHHTHOT'O 1O/l MOXKCT ObiTh B OTHOLLIEHHH Up/s 60sblIe, UeM B €10 OTCYTCTBHE.
Boabuwive no a6cosoTHofl BenHunHe 3HaueHHA Kos(pduumenta T B npHHUHME
NO3BOJAIOT HCNObL30BaTh 3TOT 3dXpeKT He TOMBKO [ YCHICHHSA, HO ANA TeHeph -
PORAHHA YJAbTPA3BYKA BHICOKHX YacToOT.

Cnenyer 3aMeTHTb, YTO BO MHOTHX CAY4asfix. AJIfA BRYHCAeHHs KO3(pduunenTa
T ilenocratouno JuHefiHoro no E npuGiuxenus. IlpHmMepaM MOryT CJYXHTB
cay4ait. moAynpoBOAHHKA, KOrAa CYIUIECTBEHHO HarpeBaHHe SJIEKTPOHHOro rasa
B 3N1EKTPHYECKOM foJie, W cayyafi MarHUTHOrO NOJSI, KOrAa NOrfoleHHe H HC-

NycKaHWe 3BYKA HMEET Pe3OHAHCHMA XapakTep: OAHAKO 3TH BONPOCH BBIXOAAT
sa paMKH HacTosuied 3aMeTKH H. GYAYT pSCCMOTpEHH. B crienHajbHON padore.

Jlennurpaackuft ¢HsHKO-TeXHHYECKHA I'loc‘?'m‘mo B peaaKuMIo
) HHCTUTYT 17 suusapa 1962 r.
Axazgemnn nayx CCCP
Jinteparypa

[1JA. R, Hutson, J. H. Mc Fee, D.L . White Phys.! Rev: Lett., 7,6, 1961..
(2] A. l_;l Axnesep, M.U. Karanon, T. §. Jlw6apcxuf. X3TP, 32, 837,
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Bidirectional Single-Pass Translation
Against/concerning Possibility of Strengthening of

Ultrasound In Semi/halfmetals In Electric Field
R. F. Kazarinov, V. G. Skobov

Interaction-of/by-sound wave with electrons of conductance in crystal brings/lists to dissipation

‘of/lby sound energy. With this/besides essential influence on passage of sound can render

presence of external electric field E. In work Khatsona, Poppy-Fie and Uayta [1] detected
interesting phenomenon: strengthening of ultrasound in semiconductor CdS in electricfield. In
this crystal is strong piezoelectric interaction of electrons with sound. However principal
possibility of strengthening of sound by conduction electrons in electric field does not depen.d on
concrete character of interaction. Effect has following nature. In absence of electric field
electrons absorb sound energy Q. This brings/lists to appearance-of electronic acoustic current]
proportional Qv. Therefore sound energy, absorbed electrons in unit of time, in linear along/hy E
approximation/approach eatfis Q = Q@ + JE. If value E such that Q < G that takes place
strengtheningof sound by electrons.

At/during absorption of sound quantum velocity of an electron changes on magnitude hx/m
(x~wave vector of sound, m—effective mass of electron) During the time between collisions 7
electron. receives average displacement A = hyr/m. At/during collision velocity of an ele'ctron
changes, and helit “forgets” concerningreceived pulse. Therefore acoustic current

J =ehytvim, )
where v—number of sound quanta, absorbed electrons in unit of time, e-charge of electron.
Considéringthat Qi-= her (w—frequencyof sound), will present magnitude Qin f'orm
Q= Q(1+xy lw), (2)
‘here vy = erE/m~s peed of drift. '

Thus, if vectors x and y antiparalleiny, but speed of drift upybolshe phase speed of sound s,
that absorption coefficient sound I'= Q/W appears negative (W = p « 2w?sVe/2—flow of energy in
sound wave; p—density of crystal, Vo—him/his/it/its volume, w-peak value of displacement ir,
sound wave) This is result/investigation unequilibriumness of distribution of electrons: in
electric field. Magnitude h(w + xy )represents average alonghby distribution change of by kinetic
energy of electron at/during absorption of sound quantum. If this magnilude negative, that
probability of emission of quantum turns bolshe probability of absorption and occurs forced
Cerenkov radiation of sound. :

The most suitable crystals for strengthening of sound, apparently, are semi/halfmetals.of type
of bismuth. At/during low temperatures coefficient of lattice absorption i)xr’l;ismuth I'p relatively
small, but electronic coefficient = Q/W enough great. At the same tinie joule: power P = nmyd/r
‘comparatively small, inasmuch as concentration of electrons n and them/their effective mass min

bismuth small butr—greatly.
I is possible to show that expression (2) for Q remains ) ust'and in the presence of of magnetic

field H 1 E. With this/bésides ini case {}r>>1(N1=eH/mc: c-speed.of light)speed of drift W equai?
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hallkhollovskoy speed cE/H and directional/directed across fields E and H,., but magnitude: Qu
should be calculated takinginto account magnétic field Turns out that in case xR<<1 px1>>1
(R=vy /Q; }= vp7; vy —speed of Fermi) ex pression for absorption coefficient sound has the form of
l‘¥(1 +yy/s cos ¢) lv/jcosg, 3) ‘
where ¢—angle between vectors x and vy : fo—absorption coefficient at/during E=H =t0[2]: angle @
between vectors x and H should/owe satisfy conditions
|cos@(>s/y, , |cos 81>>1/xt “)

thus, amplification factor sound in the presence of-of strong magnetic field can be with respect.
to v, /s greater than in its absence. Large alongby absolute value of value of coefficient I'in
principle allow to use this effect not only for strengthening, but for gengrgtj_ngof‘ ultrasound of
high frequencies.

One should note that in many cases for calculation of coefficient I' insufficiently linear
alongby E approximation/approach. Examples can serve case of sémiconductor, when
considerably heating of electronic gas in electric field, and case of magnetic field, when
absorption and emission of sound has resonance character. However these questions appear
for/after frame of /by present/real note and willbe considered in'special work.

Leningrad. physicotechnicalinstit ute of Academy of sciences of by USSR

Proceededineditorial office 1 7] anuary 1962 g
Literature ) . \

{1]A. R. Hutson J. H.McFee D. L White. Phys. Rev. Lett., 7.6. 1 961. |
2) & 1. Axtezer, M. 1.K aganov, G +. Lhbarski;. j"TF 32, 837. 197, ’
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K

Y

1 8 COOTROTCTRINN C IPOrPAMMOR ncmnonuuﬁ HOCMMYOCHOTO
TPOCTPANCTEE. M NAMET- CONHANNHOH CHcTeMu | HORBPS 1962 ropa.
8 Cosercrom Co1030 OCYUINCTRNAH JIBNYCK KOCMHUSLKOR PEKETH

. B CYOPONY nnanets -Mapc,

NoacGuuil. samycx ocywecTanes snepsue.

| Nocnegunan. crynein y P TROSMNOH HOCH,

- TONR BEIBONE HA m»u«ym-ﬂvn opBury mnonuﬁ HCKYCCTROM-
Wi _cnyTion 3emnu, ¢ Sopra KOTOPOro Geind JANYULEHE KOCMM-

" YECHAS PAKETA HA TPROKTOPMIO ABIMENMA K NARKNeTe Mapc.

Ha Bopry kOCMMNNECKOH PIiETM YCTAHORNENA BETOMABTINE-
CHBR MeMnN % CYaHUMA «MBpc-1» Becom 893,5 ur. Moner B
BBTOMATHMECKON CTRIINM AC NRaNaTM Mapc Syaer npogoRMETL-
cn Gonee cemm mecsuea,

OCHOPHMMN  JAREMEMN. MYCKE  BETOMATIUGCHOR: CTaHIMM.

1 «Mapc-1» ssnmorcs:

npocr;uem Npu noneTe K NAa-
Here Mapc;

— ye "
' HOH NOCMWUGCHON PaANOCIAIN;

— ororpadpiposdine RS-
HeTM Mapc ¢ nocnepyowed:
w nonyuouuul gioro- ;-
[ S

Jomno no pamoum»
Y "
HIMOPHTRALHONH M uay-moﬁ anna-
PATYPSI NPOMIBOANTCHA- BSTOMA-
THUGCKNM, B COOTBRTCTENN € NPO-
FPAMMOS NONETA M NO PagNO-
NOMBMARM € Jesmmw,
Chexeine 32 NONGTOM 3BTO-

{ mPOPMBILIN  OCYIIECTRAMOTCR
CHOUNETIDHLIM  HIMOPHTENMHGIM
NOMNRGRCOM ¥ UIHTPOM ABRL-
HOR KBCMHWECKOH PRANOCENIN.

NPeASIPHTENLINIG PeIYLTE-
™ p.oﬂn&mo‘ HIMOPHTEARHOH
‘mum ! NPOBeRONNOH

4 no "P“"‘W"‘- Gmmanoi K pac-
; a6ps 8 10 wacos
' umnc‘? BPOMOHN CTANUNS
CyReT HAXORMTHCA M PIKCTOR-
237 TWICHY IMROMETPOS OF
—M HAp TONRONH 38MNOA-NO-
‘BEPXHOCTH. € KOOPANHATAMM 37
TRPARYCOR JANBANOA AOMOTH M
" ‘. < Oovomun A m )"t)

. MNNAPATYPS, Y!

un ua Sopry mnm crmapsr aMapc-1», paboraer

NOPMARLNO.
m,—mmmwwb

EERNETCH  ABAGHOMINIA FTENOM B NIYHEHIN: NOCMNUECHOr® :
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Tape No. 2154 R/89

Soviet racket/rocket flies to Mars
Communication of/by TASS

In accordance with program of researches of cosmic
space and planets of/by solar system 1 November 1962 year in Soviet
Unfon realized starting of space rocket in the direction planet Mars,

Similar starting is realized for the first time.

Last step of/by ilmproved racket/rocket carrier led
out on intermediate orbit heavy artificial satellite of Earth, from aboard
of that was started space rocket on trajectory of movement to planet
Mars.

On board space rocket fixed automatic interplanetary
station "Mars-1" weight 803,5 kilogram Flight of/by automatic station
to planet Mars will be extend/continued more seven month().

Main problems of starting of/by automatic station "Mars-
1" are :

-- effectuation of long researches of cosmic space at/

during flight to planet Mars;

-- establishment of/by interplanctary cosmic radio-communicati

on;

215,
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5 | ' photographing of planet Mars with/from subgequent
¥ transmission received photographs of surface of Mars on Earth by
radiocanals.

Switching/inclusion of/by telemetric, measuring and

scientific apparatus is produced automatically, in accordance with
program of flight and by radioteam/commands from Earth,
Watching for/aftor flight of/by automatic station, determination

of parameters her/it/hers/its trajectory reception on Earth of/by

e g e e ame e

scientific information are reallzed special measuring complex and
i center of/by distant cosmic radio communication,
Preliminary results of processing of/ by measuring
information, passed in koordinatsnonno-calculating center, showed
that movement of/by automatic station "Mars-1" occurs along/by trajectory,
near to calculation/crew-2 November in 10 hours. of Moscow time etation
" will e on distance 237 thousands of kilometers from Earth above point
. of/by terrestial surface with coordinates 37 degrees ’ot/by West-
§ longitude and 48 degrees of/by north latitude.
All apparatus, fixed on board automatic statton "Mars
1", works normally.
Starting of/by sutomatic interplanetary station "Mars
1" {8 further/subsequent stage in study of cosmic space and planets

of/by solar system,

b oMt
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APPENDIX II.

Excerpt from PRAVDA of September 7, 1960 -- Page 5

*
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Samples of Multipass Translation

Beauw 6u Coeguneuntse UHirarwr n Coser-
exuft Cows yaAyyUIMAK ensan Mexgy CBOHMM
HADOXANM, TO, BepoaTHo, e Onizo 8H Taxoro
CHABHOFO BIAWMHOPD AHTATOHH3NG M MOFAM
Om OMTb CcOapaNIL yCAOBMA, YTOGH CPEACTBS,
MAYmMe ceflMsc Ha ROeHHOE ITPONIBOACTEO,
NCNOXLIOBAAMCH . B NUDHLIX HeASX.

Teneps nozsoxsTe HAM paccMorpers BoO-
nPoC 0 NMOANTHKe mo3xylmoft paameskw, mpe-
soguMoft npamureancenson CIHA.

Hame nepmoe 3uaxomcTBO ¢ 2Tofl NoAMTA-
%ol NpoMIOWAO B TO BpeMs, KOrja MH CAY-~
xuau s soenio-uopekux cuaax CIIA ¢ 1951
no 1954 roa. B tor nepuox uMut 06a seasaNcs
TEXHHKAMH TI0 CBAINM Ha DASANAMLIX CTaM-~
lélllllﬂ PAJHONIEPEXBATA BOCHHO-MOPCKNX CHA

Ecin cyaHTh Do HejaBHMM SaiBNEHMAM
npasureancrsa CIUA, To ono npososnr noam-
THRY Pa3BepLIBATEABHLX MOJETOB BAONH TpA-
HMU ¥ HaX TeppNropMel XOMMYHMCTNYECKNX
CYPAN AkolW AMUIL B TeyeHNe [OCAEANMX

verspex Jer. OgHAKO MM XeAaeM 3I3SBNTE,

wro NoxolHKeE MNoAeTH TIPOROAWANCH TakXe N

8 nepuoy ¢ 1952 mo 1954 rox, xorza wud
CAYMMAY BB CYSHUNM PAXNONCDEXBATA BOLH-
Ho-Mopexux cun ClifA 5 Xauucee 6ams Hoxo-
raMud 3 figonuy.

flepex xaxiuiM pazBeinBaTeALHHM DOXE-
1o pocHumx cavoxeros CHIA sgomn xmrak-
CKNK M COBETCKNX AAXBHEBOCTOUHGIX FPANNL
8 Ramucep M aApyrie papNonepexsaTHBAK-
UiNe CTABLUM HOCALYANACH COBEDIIENMO CeK-
PETHIR TEACIPAMMA C YKAJaHNEM BpeMeHM N
MADUIDYTA TaKOro noxera.

B ykasannoe BpeMa RPMEMHHKM-MOHKTODH
HAa 3THX CTAHNMAX MACTPSHBAZMCH HA 9aCTO~
TH, KCMOXGIYeMME PAYAPHUMN  CYAHLMAMH
paasexyemofl crpawni, 8 xawHou cayuae Co-
percxoro Cowsa MAH KoNMyHMCTHuecKoro Ku-
Tan. OgmoBpeMenno pagMONeNeHTATOPEL HA:
CTPANSAANCS Ha ITH Xe  vacroTs, wrolw
onp.cxealn» PACHOROXENNE DAJIPHHX CTAK-
UNR.

217,
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Excerpt from PRAVDA of September 7, 1960 -- page 5

If United States and Soviet Union improved connections between
own peoples, that, is probable, would not be such strong mutual
antagonism and could be created conditions, that means going now
for/to military production, are used in peaceful goals.

Now allow us to consider question about politics/i)olicy of
air reconnaissance, conducted by government of USA.

Our first acquaintance with this pohtxcs/policy happened in
that time, when we served in naval forces of USA with/from 1951 to
1954 year. In that period we both were communication technicians
on different stations of radio-interception of naval forces of USA

that it conducts pohtxcs/pohcy of reconnaissance flights along
boundaries and above territory of communist countries supposedly

only in course/current of last four years. However we desire to
declare, that similar flights were conducted also and in period

with/from 1952 along/by 1954 year, when we served on station of
radio-interception of naval forces of USA in Kamisei near Yokohama

in Japan.

Before each reconnaissance flight of military airplanes of
USA along Chinese and Soviet Far-Eastern boundaries in Kamisei
and other radio-interception station absohitely secret telegram
was sent with indication of time and route of such flight.

In showed time receiver-monitors on these stations were
tuned to frequencies, used by radar stations of reconnoitered
country, in given case of Soviet Union or communist China.
Simultaneously radio direction finders were tuned to the same
frequencies, in order to determine location of radar stations.

A

*
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Russian Text For Multipass Translation

ApTolarmuec kil mepeson gI3mi@ Mau ' la plume de ma tante'
Fuassepr B. Husr.

Hayuno -mec nesonarte nnc xuit uentp VBMa

Bce ymenr nepeBoauTr ¢ ocAHoro A3IHKA MA_Ipyrol#l, Hc HMKTO
He 3HAET MAKUM cOPBICM ITo ocymecTmifercd. PAIHNE NOAXORH MO~
YT MAXOCTPMPCOBATICH, €CJAM NepeBcAWTh ¢ (PAHUYICKoTO HA AHrauic -
KMl supazenve

'*la plume de ma tante'',
O.AMH BOIMCEHNH nepeBch ccymecTBISeTCS BHPAXEHMEM
“'t:he' pen of my aunt ',
Ipyro#A nepesox GymeT BupazeHueM
" my aunt's pen'.

MoxHo CMAIATH, YTO BHOOP SBJIAETCA MPOCTO BCHPOCOM COMNVAL .
Ec an »aw vnnruil nepesca OyaeT MCNons3cBATRCH AN YTEHML, HeoOXoAMW-
Mc PHPAGATHBATDL BOIMOXHC MEHee HAMMIEHKMe KoHCTPyMiumu. Cobetmesiro
T'CBCPS, BHPDAXEeHMEe He McTeT MNepPeBcAMTHICH, eCAU KOHTEeNCT He faaerT-
cg, MK B NpUMEPAX, YyMBIAHHHEX HB pUCyHKke "B',

Ha pucynie "B} HyXHC WIEHTUOMIWDOBATH BIHPAXEHME
"tante a 1la mode de Bretagne'

lelUKoM, HYTGOH NepeBoAMTb NPaBUABHO ClCBC " tante ", HaoGopoT,
eCJay NepeBoAUMK CyleT DACCMATPMBATD KAXLcE CJioBC OTAE JAbHO, CH
JanyTaercsf B JABYCMHCIeHHCCTH. WCYHKH, NolA3hBapmie: 3anucCH B
clopape AJf MBXAcTO CJloBd, YHKAINBADT, UTc COWVPHAR ABYCMHC JeH-
HCCT B CYWECTBYeT Bc BCeX CJAyuasx, Kpome cicea "ma' . Caoda Bpose
wpeanioré ''de’' MMENT MHOI'OYMCJIeHHNE Bc3IMCXHEE MNPABHIBHME Nepe-
BOAM M AR MXAolc U3 HMUX NcTPeCoBAJoCH ON NMWMCATH Lete CoOUUHEHWA .

Cacnc'ma" ovepumBaeTcf-C ACCTATOUHOH! SIHOCTBO M, HA CaAM-
OM aéede, oHo A3eT BAXHHI NMpeABADWTEIBHHI KIXN K pPA3renxs IPaMMATMH-
yecKoTo Paadopd MNpegNoXEHRMK .

Caosc '"tante " , gBigmmeecs TOABKC CYWECTBUTEAbHHM, He
NoABepraeTci ABYCMHC NeHHoCTH. OHo vMeeT pasniMHNe IHAYEeHMS, Hc
BCe, KpoMe CloBa " aunt'' BCTpevanTCd ToJdbKc B cCof0 CHeUwAib-
HNX KOHTelCTaXx. .

OcHoBHO! MpoG aeMo/t NepeBona ABILETCK PelleHHe ABYCMMNC N H-
HoCTé it mMyTeM yCTAMOBNGHMN NOHTeNCcTA, J[IBYCMHC ReHHOCTD DelldeTcs
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OKPYZANHUMK CJOBRMU B CeMMAECHATM MATM NpolleNTaX CJiayyaes TUMW -~
Hore TeNCTA, T.e. He HANWCAHHOTO JMHIBUCTAMM, UYTOOHN COMUTDL C
TONKYy mepeBoAuMAa . Hanpumep, cacec ''ma™' B Bmpazeuuu ' ma'
Plume" noma3umaer, UTo cioBo ''plume'’ gBIeTCH CymecTBYTE Rb-
HNM & He rmAroloM. Ho caomo''la, ssusimeecs camo o cede ABy-
CMHC JEHHHM CJOBOM, He oNpefelideT JIHAWEHME cJioBa ''plume' ,
NMOTOMYy UTo KOHTEHCT MOIM OR ONTH BHpaxeHMeM ''il la plume"

"he plucks it -the chicken ',

Ecan vmem cioBo '"plume' B OGHKHCBEHHoM CJoBape, HAXo-
AWM, YTO OHO SBJIAETCH CYMECTBMTE IbHHM XeHCKoTo PcA8 C Pa3d HHMH
BOIMOXHHNMM NepeBoAaMuM. Ha pmcyrie ''C" , BHGOp nNepeBcna 3a-
BACUT OT CEMANTMUECKoTO KOHTEKCTA M TAXOR KOHTeHCT SBideTCH,
F& CAMCM ZieNle, CTPoXe B KOMNMAALMN KOMTEKCTa WeM COMKHCBEeH-
et ciosaps., (OaWAa Ko, daMmevaeM, YTo TpeThe Iullo €AMHCTBEH-
HCro UMCJR HACTofMEero BpeMeHM PMArcya ' plumer ' nurercs ' plume'
¥, ¢AKTUYECKHU, He BKIOYAETCH B OGHKHOBEHHOM CJloBape, rae MoXHO
RUTN IR M@ HoRWIeC Ky JopMy, T.e. MHOMHWTMB "' plumer"
OnHa1c, Renb3d BHOCUTD BCe TAPARUIMN CiUoMAeMux dcpM BCex cich,
NoTOMYy UTO HeBO3MOXHO PDAITPAHWNMTL PRIYMHO OXMNBEMOE CT HeBEpcHT -
Hclo WIM HeBc3MoXHolo. Hampumep, oxomdanve " able'  MoxeT Mpu-~
COeMMHITHCE K MHCTVM I'JAIC ABHNM OKOHWAHMAM, HOo AcOaBleHWe 3ITCTo ek
OKOWYAHMH K CJioBY ''plume ' , C MIBECTHHM CMIK JOM, OCTAETCH NOA . ’ A
BoMpocoM. [lepeBoAuMK LolxeH HECOMHeHHo YMeT® DaClo3NABATH MPH-
CTABKY KU CYDOUICH M OTIAMNATH MX APYI' oT aApyra. Ocuosa " plum"
MoxeT MMeT) Clelynumhe oKoRYAHME A GopPM CYMECTBHTEALHCTIT

"' - eAMHCTBeHHO® YMCJo ‘ g
"es'' -~ MHOXECTBEHHCE YUMCIC

M TOX® I'JAIcibHoe oXoHYAKMe
'e'' - TpeTbhe Mo ennncnennoi*o unuc B .

cpeaAy ADXMH APYIMX I'BTOJABHHEX oKoHYaHuUH,

Cpean HMX, oKoHuaHMe '"erail’ B uIBeCTHol Necue "Alouette ,
" Je te plumeral la tete'' cNo3HReT, YTO OCHOBA ABIAETCH TOJABKD
PIATOXOM, 8 He CymECTBUTEJNbHHM, MexXOy TeM KK 'e'' U '"es'' nHe
CYRYT PemaTh ABYCMNCIEHHOCTM MEXAY CYWECTBUTE IBHHM M TJIR IO JOM.

CrenosaTebro, BKIXNEHVe B CJOBADH BCEX JHHI'BMCTHMUEC KMX
€IURM! BXoZHolo S3NKA, HANDWMED, CCHOB, oKoHuaHuit, nNpucrasck,
cy®dUKCOB, NoNy-MAMOMATMUEC KX BipaxeHUI ABAKeTCA NepBMM 3ane -
RMeM Jexcuxorpada. 3ananves e KCUKorpada ABMIeTCK paccedeHwe
TEMCTA B 3TH, K TOJNBKO B 3TH JAUHI'BMCT MNEC K¥e eLUHMLUN,.

8To ocymecTBMMeTCR MPMHiMNoM ZAMKAe Muell ToxReCTBEHHCCTH.. .
Hpe)ulo:enva.m BBOAVMOT'c TEHCTA HAXoAAmMeeCHs B permcTpe ofod3 HAva -
eTCf M pPKCYHNe"'EY. [loM3aTesdy HAXCAUTC] HA ToUKe YKA3INBA ~ -
mme it cTenend NMpeaBApMTedbHo i pAIPAGOTKM TENCTA, T.€., B HAULEM Wa
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prMepe, Nepen apTukiaex'la ',

Tenepp NcHCK B CloBaPe MPOBCAMICH HAYIAR, -Hc TOJbKO C
To4kM, HAXcASMEUCK MpANMO 32 IANMCAMH, HAYMHADOUMMCE C ADTMKIL

221,

" 1a' , M CloBAPb MPMCTAJBHC PAITIAAHBAETCH B GOPATHOM HATpaBe -

HUU MNCUepINBAM UM cOpPa3cM.

CooThreTcTBymuas CTPARMUE NONAINBAETCA B BECHMA yNpoleHHo #

dopme WA pucyHme ''F', ﬂnuuueﬂnaa TOXAECTBEHROCT b ABASETCSH
3neCh MPOCTHM CloBoM ''la' , M cPegenmS c0 3TcM CloBe YMTANTCK
B perwcTpe, CorMcHo PUCYHKY "C".,

Umeno ¢ samerio#l "shift'" mnorasusaeT, YTc GyHmina aTo#t
anucu Toxe GopMylHpyeT, UTo COBMBAEHVE TCEACCTBEHKOCTH ACCTH-
reeTcs HA ABYOYKBEeHROM CloBe, Nuwoc unrepman. [locse 3Torc, No-
M3aTeNldb NoABUIBETCH TPeMi CYKBAMM BMPABo, W MHTEPBAN MeXNy
CROBAMM CUMTAETCH CAHVM 3HAKOM.

Tenepy NoMCK B CucBape NpoBoAMIcHA C TouUkM, HAXoasme s
ToUHOo 38 CloBoM '‘plume' , He3ABMUCHMO OT MocCleAywmerc cloba,
craxeM, H& close''plupart ' . Kagnag sanmch» menurweaercs my-
TeM NPUCTAJBHCIO PAIrJMANBAHMAE B COPATHOM HAUpPABIEeHUKW, Ho Mo~

. Ho@ CcBNapeale ToRASCTBEHROCTH. AOCTHMIEETCH TcAbKO ANK JAlMCH

" plum "o,

lilcrasaTens NoaBMreeTCd Tenephb YeTHPHME CYKBAMW BNpame,
CoTIBCHO PMCYHKY "H" . Caeaymmu#t nmowmck Ve HT MYULIMDYET ' e en",
cxcBo ''en' abaammeecs unrepmadoM. CaoBo " ma ' M cacBo
t 4
Hrye "'ma tante '', Mmemmee MIMOMATMNECICE IHAUEHWS MAEHT MPUUK-
pyeTcs MK @AMHMIA, XOTHeseeo

~F

tante' paccMaTpMBARTCH MoKOGHHM xe cOpadomd. OaMaic, Bupaxe-
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Russian Multipass Translation

" Automatic translation of language or "la plume de ma tante'"
Gilbert W. King

Scientific research center of IBM

All know how to translate from orie language into another, but
no one knows in what manner this is realized. Different approaches

- .can be illustrated, if oneé translates with/from French into English

expression
""la plume de ma tante'’,
One possible translation is realized by expression
the pen of my aunt''.
Another translation will be expression
"my aunt’s pen''.

It is possible to say, that choice is simply question of usage.
If machine translation is used for reading, it is indispensable to work
out least possible stilted constructions. Properly speaking, expres-
sion cannot be translated, if context is not given, as in examples,
showeéed on figure "B'.

On figure "B, it.is necessary to identify expressions
""tante a la mode de Bretagne'

entirely, in order to translate correctly word 'tante'. On the con-
trary, if translator considers each word separately, he/it will be
confused in ambiguities. Figures, indicating entries in dictionary
for each word, indicate, that extensive ambiguity exists in all cases,
except word "ma'. Words like preposition "de" have numerous
possible correct translations and for éach of them would be required
to write complete essay:

TR .
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Word '"ma'' is outlined with sufficient clarity and, in fact, it
gives important preliminary key to/for solution of parsing of sentence/

- proposition.

Word '"tante'' being only noun, is not subjected to ambiguity.
It has different meanings, but all, except word "aunt' are encountered
only in particularily special contexts.

Basic problem of translation is solution/decision of ambiguities
through establishment of context. Ambiguity is resolved by surrounding
words in seventy five per cent of cases of typical text, i.e., not written
linguists, in order to stump translator, For instanée, word "ma't in
expression '"ma plume'’ indicates, that word 'plume'' is noun and not
verb. But word "la" being by itself ambiguous word, does not deter-
mine meaning of word ''plume'!, because context could be expression
"l la plume'’, '"he plucks it - the chicken''. '

If we look for word '"plume'’ in ordinary dictionary, we find,
that it is noun feminine gender with different possible translations.
On figure '"C' choice of translation depends on semantic context and
such context is, in fact, more severe in compilation of context than
ordinary' dictionary, However,we notice, that third person/face of
singular of present tense of verb "plumer" is written'" plume, and,
in fact, is not included in ordinary dictionary, where it is possible
to find only canonical form, i.e., infinitive "plumex'. However, it
is impossible to enter all paradigm of declined forms of all words,
because it is impossible to demarcate reasonably expected from,
improbable or impossible. For instance, ending 'able' can be
added to/for many verbal endings, but addition of this ending to/for
word ""plume", with known meaning, remains in doubt. Translator
must undoubtedly know how to discern prefixes and suffixes and
differentiate them from one another. Stem '"plum'' can have follow-
ing endings for forms of noun

He'tr -- singular
Heg'"  -- plural

and also verbal ending
et -- third person/face of singular

among dozens of other verbal endings.

VNP — orein
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Among them, ending 'erai' in known song '""Alouette', '"je te
plumerai la tete' will recognize, that stem is on'ly verb, and not
noun, whereas 'e'" and ""es' will not resolve ambiguity between noun
and verb.

Consequently, inclusion in dictionary of all linguistic units of
input language, for instance, stems, endings, prefixes, suffixes,
semi-idiomatic expressions is first task of lexicographer. Task of
lexicographer is dissection of text in these, and only in these linguis~
tic units,

This is realized by principle of longest match. Sentence/
proposition out of introduced text found in register is designated
on figure "E'. Indicator is found on point indicating degree of pre-
liminary working out of text, i.e., in our example, before article
l'la".

Now search in dictionary is conducted at random, but only
with/from point, found directly after entries, started from article
"la'", and dictionary is scanned in Backward direction exhaustively.

Corresponding page is indicated in quite simplified form on
figure "F'. Longest match is here simple word "1a", and informa-
tion about this word is read in register, according to figure ''C'",

Number with notation ''shift' indicates that function of this
entry also formulates, that match is obtained on two-letter word,
plus interval. After this, indicator is moved by three characters to
the right, and interval between words is counted one sign.

Now search in dictionary is conducted with/from point, found
exactly after word '""plume", independently from following word, let
us say, on word "plupart'., Each entry is tested through scanning-

in backward direction, but full match is obtained only for entry "plun'’.

Indicator is moved now by four characters to the right, accord-
ing to figure "H'. Following search identifies ''e en', word 'en"
being interval., Word "ma'* and word "tante' are considered in the
same manner. However, expression ''ma tante'' having idiomatic
meaning is identified as unit, though .... ’

vt et

‘*




